
GL-I'R-90-0014

CD EVALUATION OF MAGNETOSPHERIC INTERNAL MAGNETIC FIELD MODELS
'T AND EXISTING SOFIWARE
00

NC E, Jordan

J. N. Bass

Radex, Inc.
Three Preston Court
Bedford, MA 01730

January 31, 1990

V

Scientific Report No.3 

Approved for public release; distribution unlimited

GEOPHYSICS LABORATORY
AIR FORCE SYSTEMS COMMAND
UNITED STATES AIR FORCE
HANSCOM AIR FORCE BASE, MASSACHUSETTS 01731-5000



"This technical report has been reviewed and is approved for publication"

EDWARD C. ROBINSON RO T E. MclNERNEY, C tef
Contract Manager Data Systems Branch
Data Systems Branch Aerospace Engineering Division
Aerospace Engineering Division

FOR THE COMMANDER

-/

i C..?NEALON STARK, Director
,Abrospace Engineering Division

This report has been reviewed by the ESD Public Affairs Office (PA) and is
releasable to the National Technical Information Service (NTIS).

Qualified requestors may obtain additional copies from the Defense Technical
Information Center. All others should apply to the National Technical
Information Service.

If your address has changed, or if you wish to be removed from the mailing
list, or if the addressee is no longer employed by your organization, please
notify GL/IMA, Hanscom AFB, MA 01731. This will assist us in maintaining a
current mailing list.

Do not return copies of this report unless contractual obligations or
notices on a specific document requires that it be returned.



Unclassified

SECURITY CLASSIFICATION OF THIS PAE

REPORT DOCUMENTATION PAGE
Ia. REPORT SECURITY CLASSIFICATION lb. RESTRICTIVE MARKINGS

Unclassified
"a. SECURITY CLASSIFICATION AUTHORITY 3. DISTRIBUTIONIAVAILABILITY OF REPORT

Approved for Public Release
2b. DECLASSIFICATION I DOWNGRADING SCHEDULE Distribution Unlimited

4. PERFORMING ORGANIZATION REPORT NUMBER(S) S. MONITORING ORGANIZATION REPORT NUMBER(S)

RX-R-90012 GL-TR-90-0014

64. NAME OF PERFORMING ORGANIZATION 6b. OFFICE SYMBOL 7a. NAME OF MONITORING ORGANIZATION

RADEX, Inc. (If applicable) Geophysics Laboratory

6c. ADDRESS (Cty, State, and ZIP Code) 7b, ADDRESS (City, State, and ZIP Code)

Three Preston Court Hanscom AFB
Bedford, MA 01730 Massachusetts 01731-5000

go. NAME OF FUNDING/SPONSORING sb. OFFICE SYMBOL 9. PROCUREMENT INSTRUMENT IDENTIFICATION NUMBER
ORGANIZATION O (f applicable)

I Contract F19628-89-C-006
rk. ADDRESS (Ciy, State, and ZIP Code) 10. SOURCE OF FUNDING NUMBERS

PROGRAM PROJECT TASK WORK UNIT
ELEMENT NO. NO. NO. ACCESSION NO.

62101F 7659 05 AB
1!. TITLE (Include Security Clausificatlon)

Evaluation of Magnetospheric Internal Magnetic Field Models and Existing Software
12. PERSONAL AUTHOR(S)

C. E. Jordan, J. N. Bass
13a. TYPE OF REPORT 13b. TIME COVERED DATE OF REPORT (Year, Month, Day) S. PAGE COUNT

Scientific Report #3 I FROM 6 TO 190 1990. 01,31 . 80
* SUPPLEMENTARY NOTATION

.1. COSATI CODES 18. SUBJECT TERMS (Continue on reverse if neceswry and identify by block number)
FIELD I GROUP I SUB.GROUP Magnetospheric internal magnetic field models, Spherical harmonic models,

I I L-shell determination, Dipole moment
19. ABSTRACT (Continue on reverse if necessary and Identif, by block number)

Four magnetospheric internal magnetic field models have been reviewed: Barraclough 1975, MAGSAT 1980, IGRF 198.
and C.ain 1990. Their derivations have been summarized. Each model was incorporated into software currently in use a
AFGL The results of these models were compared. IGRF 1985 was used as the standard and was found to be the bes
suited for the current epoch. The software was also evaluated. Comparisons were made between the code used in housi
and that which was sent by Dr. J. C. Cain. An interpolation technique compared favorably to the iniegration techniqu
typically used.

20. DISTRIBUTION/AVAILABILITY OF ABSTRACT 121. ABSTRACT SECURITY CLASSIFICATION
E[UNCLASSIFIED/UNLIMITED 0 SAME AS RPT [ DTIC USERS Unclassified

22a. NAME OF RESPONSIBLE INDIVIDUAL 22b.TELEPHONE (Include Area Code) 22c. OFFICE SYMBOL
E. C. Robinson . (61711377-IM I GUI CY .

DO FORM 1473, 84 MAR s3 APR edition may be used until exhausted. SECURITY CLASSIFICATION OF THIS PAGE
All other editions are obsolete.

Unclassified



ACKNOWLEDGEMENTS

The authors would like to thank Dr. M. S. Gussenhown, Dr. 1. C
Cain, and Dr. D. Brautigam, for their help in preparing this report.

They are also very grateful to S. aine, Radex, for the preparation

of the final manuscript.

Aooession For

ZITIS GRA&I
DTIC TAB
Unannounced
Jus tificat.on

DIrtrilo

t v

MCI, !



TABLE OF CONTENTS

1. INTRODUCTION ........................ 0.............................. 1

2. DESCRIPTIONS OF THE MODELS ..................................... 3
2.1 OVERVIEW . ............................. 0................ . 3

2.1 Derivation of the Main Field and Its Components ................... 4
2.1.2 Model Epochs and Degres of Derivation ..................... 5
2.1.3 High Latitude Limitatio of th. Models ................. 5

2.2 IGRF 1985 ........................... .............. 6
2.2.1 The Main Field Model ............................... 6
2.2.2 The 1980-1995 Secular Variation Model .................. 7
2.2.3 The 1985-1990 Secular Variation Model .......................... 8
2.2.4 Discussion .................................. 8

2.3 CAIN ......................................... 9
2.3.1 Description of the Secular Variation Data ......................... 9
2.3.2 Derivation of the Secular Variation Model ............. 10

2.4 MAGSAT ................................................... 11
2.4.1 Description of the Data ............... . ........... ... 11
2.4.2 Results from the Model ................................. 11

2.5 BARRACLOUGH ......................................... . . 12
2.5.1 General Description of the Data .... ......................... 12
2.5.2 Secular Variation ........................................ 13
2.5.3 Secular A,=celration ...................................... 14

3. B FIELD COMPAR!SONS OF TTIE MODELS ................................ 15
3.1 OVERALL MODEL DIFFERENCES ................................. 15
3.2 COMPARISONS AT SPECIFIED LONGITUDES ........................ 18
3.3 B DETERMINED BY IGRF 1985 FOR 1990 ........................... 18

4. DISCUSSION OF THE SOFTWARE ...................... 26
4.1 INTRODUCTION ............................................. 26
4.2 DEFINITION OF THE L PARAMETER .............................. 26

4.2.1 Elaboration ............................................ 27
4.2.2 Physical Significance .. ............................... 28

4.3 COMPUTATIONAL METHODS .................................... 29
4.3.1 Step 2 - Field Line Tracing ........................... 29

4.3.1.1 Kluges method ............................. 30
4.3.1.2 Methods of numerical integration ....................... 32

4.3.2 Step 3 - Computation of I ............................. 34
4.3.3 Step 4 - Determination of L from B and I ................... 35

4.3.3.1 The disappearing dipole ............................. 36
4.3.4 Interpolation of L - Program INTEL ........................... 37

5. L-SHELL COMPARISONS OF THE MODELS ................................ 39
5.1 OVERALL MODEL DIFFERENCES ................................. 39
5.2 COMPARISONS AT SPECIFIED LONGITUDES ........................ 42
5.3 L DETERMINED BY IGRF 1965 FOR 1990 ............................ 47

v



Table of Contents (cnt'd)

6. COMPARISONS OF THE SOFTWARE ................................ . 52
6.1 OVERALL COMPARISONS OF THE CODES ..................... . 52
62 COMPARISONS AT SPECIFIED LONGITUDES ...................... 57

6.3 TIMING COMPARISONS .................................... . 61
6.3.1 Optimizing the Code ................................. . 61
6.3.2 Comparisons with Cain's Routines ................ ........ . 61

REFERENCES ........................................ ................ 68

vi



LIST OF FIGURES

Figure 3.1a. Contour plots of model B_ differences in nanoTesla covering the full latitude and
longitude ranges. IGRF 1985 is use as the reference model. The comparisons are done
for an altitude of 350 km (perigee) at 1990.0. ............................... 16

Figure 3.1b. Contour plots of model B. differences in nanoTesla covering the full latitude and
longitude ranges. IGRF 1985 is -used as the reference model The comparisons are done
for an altitude of 10,000 km at 1990.0 ............... ................. 17

Figure 3.2. Line plots of the four models plotted together at four different longitudes over the
globe for the full latitude range. For the most part the models agree at this resolution,
although Barraclough is seen to vary somewhat in each of the plots ................ 20

Figure 3.3a. Une plots similar to those in Figurc 3.2, but over a smaller latitude range. At this
resolution diffcrefices- between the models are apparent. The top panel shows the
differences at 350 km and 8V cast longitude for 1990.0. The bottom panel Is the same
plot done for epoch 1980.0. Clearly discrepancies arise over time. ................ 21

Figure 3.3b. Line plots very similar to those InFigure 3.3a, but for an altitude of 10,000 km rather
than 350 ki. The top panel shows differences seen at 1990 and the bottom panel shows
differences at 1980 for 80' east longitude. The agreement for both these epochs is better
at this altitude than at 350 km. As in Figure 3.3a, the models are in closer agreement at
1980 than 1990 .. .................................................. 22

Figure 3.4a. Contours of B as determined by IGRF 1985 over the full range of latitudes and
longitudes at 350 km'?or 1990 (top) and 1980 (bottom). The field is decreasing slowly over
time (this effect is most noticeable at the edges of the plots) ..................... 23

Figure 3.4b. Contours of B. as determined by IGRF 1985 for 1990 over the full range of
latitudes and longitudes at 850 km (top) and 1500 km (bottom)................... 24

Figure 3.4c. Contours of B_ as determined by IGRF 1985 for 1990 over the full range of
latitudes and longitudes at 10,000 km (top) and 15,000 km (bottom) ................. 25

Figure 5.1a. Contour plots of model L-shell differences In Earth radii (R) covering the full
latitude and longitude ranges. IGRF 1985 is used as a reference model. The comparisons
are done for an 'Atutc of 350 km (perigee) at 1990.0. ........................ 40

Figure 5.1b. Contour plots of model L-shell differences in Earth radii (Rr) covering the full
latitude and longitude ranges. IGRF 1965 is used as a reference model. The comparisons
are done for an altitude of 10,000 km at 1990.0. ............................. 41

Figure 5.2. Line plots of the four models plotted together at four different longitudes over the
globe for the full latitude range. The models are essentially indistinguishable at this
resolution . ....................................................... 43

Figure 5.3a. Line plots similar to those in Figure 5.2, but over a smaller latitude range. Even at
this resolution, the differences between the models are very small. The top panel shows
the differences at 350 km and 8V cast longitude for 1990.0. The bottom panel is the same
plot done for epoch 1980.0. Discrepancies arise over time, but the differences, where
distinguishable, are still quite small ...................................... 44

vii



List of Figures (Cont'd)

Figure 5.3b. Line plots very similar to those in Figure 5.3a, but for an altitude of 10,000 km rather
than 350 km. The top panel shows the differences seen at 1990 and the bottom panel
shows differenices at 1980 for 80 east longitude. Again, differences increase with time, but
not by much. The altitude does not seem to affect the differences much; the same
relationship between the two epochs is scen for 10,000 km as for 350 km ............ 45

Figure 5.3c. Two details of a plot similar to Figure 5.3b (here the altitude is 15,000 km rather
than 10,000 km) to better resolve tht model differences. Data points were obtained at
every So In latitude. Thus, at the resolution of the two details, only one point per model
(as opposed to lines) is shown. Note, the top detail is at a larger scale than the bottom
detail . ..................................................... . . . 46

Figure 5.4a. Contours of L-shell as determined by IGRF 1965 over the full range of latitudes and
longitlides at 350 km for 1990 (top) and 1980 (bottom). There is no visible difference
between these epochs . ............................................... 48

Figure 5.4b. Contours of L-shell as determined by IGRF 1965 for 1990 over the full range of
latitudes and longitudes at 850 km (top) and 1500 km (bottom) ................... 49

Figure 5.4c. Contours of L-shell as determined by IGRF 1985 for 1990 over the full range of
latitudes and longitudes at 10,000 km (top) and 15,000 krn (bottom) ................. 50

Figure 6.1a. Contour plots of L-shell differences In Earth radii (R1) covering the full latitude and
longitude ranges as determined form the various software packages: Interpolated,
Kluge/Cain, OPTRACE/Cain, and OPTRACEIGRF. The comparisons are done for an
altitude of 350 km (perigee) at 1990.0 .................................... 53

Figure 6.1b. Contour plots of model L-shell differences in Earth radii (Rr) covering the full
latitude and longitude ranges as determined form the various software packages:
Interpolated, Kluge/Cain, OPTRACE/Cain, and OPTRACEIIGRF. The comparisons are
done for an altitude of 10,000 km at 1990.0 ................................ 54

Figure 6.2a. Contour plots of L-shell differences in Earth radii (Rr) covering the full latitude and
longitude ranges as determined form the various software packages: Interpolated,
Kluge/Cain, OPTRACE./Cain, and OPTRACEAGRF. The comparisons are done for an
altitude of 350 km (perigee) at 1990.0 using an updated value for the dipole moment. ... 55

Figure 6.2b. Contour plots of model L-shell differences in Earth radii (Re) covering the full
latitude and longitude ranges as determined form the various software packages:
Interpolated, Kluge/Cain, OPTRACE/Cain, and OPTRACEIIGRF. The comparisons are
done for an altitude of 10,000 km at 1990.0 using an'updated value for the dipole
moment ....................................................... 56

Figure 6.3. Line plots of L-shell as determined by each of the packages (Interpolated, Kluge/Cain,
OPTRACE/Cain, and OPTRACE/IGRF) plotted together at four different longitudes over
the globe for the full latitude range. The results are indistinguishable at this resolution.. 58

viii



List of Figures (Cont'd)

Figure 6.4. Line plots similar to those In Figure 6.3, but over a smaller latitude range. Even at
this resolution. the differences between the models are very small Here, the current value
for the dipole moment has been used, thus, only Interpolated results are offset from the
other three routines. The top panel shows the differences at 350 km and VO' east longitude
for 1990.0. The bottom panel is the same plot done for epoch 10,000 kin. The offset Is
larger for the higher altitude, but KlugeiCain, OPTRACE in, and OPTRACEJIGRF still
agree very well. .................................................. . 59

Figure 6.5. Two details of a plot similar to Figure 6.4 (here the altilt is 15,000 kin) to better
resolve the differences between the packages. Data points were obtained at every 5" In
latitude. Thus, at the resolution of the two details, only one point per model (as opposed
to lines) is shown. Note, the top detail has a scale twie the size of the b;toim detail.
These results were found using the old dipole moment. Note, how well Interpolated and
Klugeain agree and how far they are offset from OM*RACE/Cain and
OPTRAC E/IGRF ................................ ................. 60

Figure 6.6. Two cetals of a plot similar to Figure S.4 (here the altitude is 15,000 kin) to better
resolve the -d !ferences between the packages. Data points were obtained at every 5" in
latitude. Thus, at the resolution of the two details, only one point per model (as opposed
to lines) is shown. Note, the top detail has a scale twice the size of the bottom detail.
These results were found using the current dipole moment. Note, the shift In the values
for Kluge/Cain. It now agrees mhck better with the OPTRACE results.The Interpolation
results are not so easily altered, thus, it is still offset.. ....................... 62

• ix



LIST OF TABLES

Table 3.1. MAXIMUM B DIFFERENCES BETWEEN --20 LATTrUDE All modeL
Compared to IGRF I'%5 (ModeIGRF) ......... ......................... 19

Table 5.1. MAXIMUM L-SHELL DIFFERENCES BETWEEN ±20 LATIUDE All models
Compared to IGRF 1985 (ModeI-IGRF) .................................. 51

Table 6.1. Changes in the Dipole Moment and Position hs Calculated try Barraclough 1975,
MAGSAT 1980, IGRF 1985, and Cain 1990 Extrapolated to 1990.3, 1975.5, and 1965.5... 63

Table 6.2. Ditferences in L values due to using more coefficients in the Magsat model. More
coefficients leAd to more detail, particularly at low altitudes. However, based on the
comparisons below, the improvement did not justify the additional computation time
required by the greater number of coefflcients (9.40 times longer) .................. 64

Table 6.3. Differences in L values due to using more segments in the integration of the field line.
More segments leads to greater accuracy, however much more CPU time is then required
to do the evaluation (1.77 times longer). The improvement of 100 segments over 50
segments was not deemed sufficient to warrant the additional time required for the full
field comparisons for this report ........................................ 65

Table 6.4. Ratios of the required CPU tiire for the full field L-shell evaluations using the four
models in OPTRACE. L determined for every 5' In latitude over :15" and for every 100
in longitude, Various altitudes were groujod together for the computations as indicated.
The average computation time for altitudes between 0 km and 10,000 km using IGRF 1985
extrapolated to 1988 was used as the unit time. .............................. 66

Table 6.5. Ratios of the CPU time required by HMIN, Kluge/Cain Integration, anzd Interpolation.
These are full field evaluations of L taken every 50 over ±75" in latitud& and over every
1(r in longitude. The compulations were done for various altitudes, grouped as indicated.
All evaluations were for 1965. The average computation time for altitudes between 0km
and 10,000km using IGRF 1985 extrapolated to 1988 was used as the unit time. ........ 66

x



i. INrRODUCMON

In preparation for analysis of the CRRES databases (to be taken from 1990 to 1995) and, in
particular, for an updated static radiation belt model, a comparison has been made of four
magnetospheric internal magnetic field models. Since there is interest in radiation belt
models out to geosynchronous altitudes, it will be necessary to consider the external magnetic
field models as well, but for now just the internal models will be discussed. The four models
reviewed here are Barraclough, MAGSAT, IGRF 1965, and Cain. Each of these has an
optimal time period associated with it: Barraclough 1975, MAGSAT 1980, IGRF 1985, and
Cain 1990.

In the subsequent sections of this report, the derivations of these models will be summarized.
They are all based on the spherical harmonic expansion of the magnetic field's scalar
potential. The data used to determine each set of coefficients will be briefly discussed. Then
ihe models will be evaluated by comparing the magnetic field and L-shell values obtained
from each of the models. Finally, various computer codes which use these models to
evaluate the field and L-shell, will be compared and evaluated in terms of their performance
(i.e. accuracy and speed).

A -pri ry concern for radiation belt models is reduction of the number of binning
parameters by using B-L coordinates,[MclLwain, 1961]. Thus, these four models were
compared on the basis of the total rmagnetic field, its components, and L-shell values
determined from each model's unique set of spherical harmonic coefficients. The
comparisons were made to high latitudes (±750 in geographic coordinates), over all
longitudes, and over a large altitude range (0 km - 40,000 kin). This was done in the interest
of completeness, However, the CRRESiorbits will fall within a latitude range between ±200.
Also, beyond approximately 15,000 km the magnetic field due to external sources becomes
significant. Thus, the focus of the analysis of these models will be within more limited
latitude and altitude ranges.

In addition to the analysis of the models themselves the software they are used has-
been reviewed as well. There are essentially four codes which have been considered, two
which are currently in use at the Geophysics Laboratory (GL) and two of which were sent r ., r...

Dr. J. C. Cain. The two codes at GL are OPTRACE and HMIN. OPTRACE is a more
extensive package than HMIN. Initially, OPTRACE was used in the model comparisons.
However, when the codes themselves were to be evaluated, a modified, version of HMIN was
used to give a more accurate compariscn of the CPU requirements v'f each of the codes.
These codes trace along the field line in cartesian corrdinates. T'he two codes sent by Cain
were reconstructed from work done by Kluge in the early 1970s. One of these integrates
over the field line to find L using inwvse coordinates centered on the dipole. This package
will be referred to as Kluge/Cain Integration. The other package is a short routine which
uses interpolation tables based on the Cain 1990 model as evaluated by Kluge/Cain
Integration to find L for a given geographic point. This code will simply be referred to as
Interpolation to avoid confusion with the other Kluge/Cain package.

The models were compared primarily to determine if there are experimentally sigmificant
differences which may affect how the data should be handled from CRRES. The primary
model currently in use is the International Geomagnetic R-'Ierence Field Revision 1985
(IGRF 1985). However, a more recent paper by Cain reports a "jerk" (discontinuity) in the
secular variation of the field in 1983. This is not accounted for in the secular variation
coefficients of the IGRF 1985 model. Thus, Cain has (' ived a model for epoch 1990 which
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does account for this jerk. In the magnetic field and L-shell comparisons, no significant
effect was seen due to this jerk. Cain's model agrees quite well with IGRF 1985 extrapolated
to 1990. The discrepancy arising from this jerk should become more apparent in future
epochs. However, by the time this ocmurs, IGRF will have been revised with data extending
beyond that which Cain used. Thus, this question will be resolved. For the time period
considered here, the difference is not iound ?o be significant.

"aie soitware was evaluated to determine the most efficient code. The GL codes use various
numerical techniques to integrate over the field line in Cartesian coordinates to determine B
and L. These techniques have been reviewed for accuracy and speed for both the SCATHA
and CRRES satellite projects. The Kluge/Cain work uses inverse coordinates centered on
the dipole so that the integration i; performed over a straight line rather than a curve. This
significantly reduces the compubstion time. Interpolation reduces it even further. However,
the Interpolation routine as it now stands is only valid for the epoch for which the tables
were generated. In order to obtain the same flexibility in epoch that one has with the
integration techniques, tables for other epochs must be generated and a method of
interpolation between the tables must be used.

rhe Interpolation routine was found to be the fastest. However, the tables were determined
using Kluge/Cain Integration which incorporated a twenty year old value of the dipole
moment. The dipole moment is decreasing over time. In the course of two decades, it has
dropped enough to produce significant differences in the L-shell values. Thus for 1990, it
would be useful to generate interpolation tables using the current dipole moment. Then one
would be able to take advantage of this rapid technique to find L for a large set of data
points.

The results from Kluge/Cain Integration agree well with those from OPTRACE and HMIN.
It is a faster routine than those currently in use at GL It is possible to use this technique
with external model routines. So for cases where only a few points are required, or when
one is interested in the magnetic field values, or until the revised interpolation tables are
produced, this may be the code to use.
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2. I)ESCKIITIONS OF TIlE MODELS

2.1 OVERVIEW

The four models which tre compared are IGRF 1985, Cain 1990, MAGSAT 19f0, and
BaTrm;clough 1975. IGRF 1985 is used as the standard modekl to which the others are
comlp:ared. This is becaure it is the model released bo ihe Inlernalional Asociation or
.toinagnetism and Aeronomy :rnd is the tine which is most widely tisci ior current epochs.

Cain 19I0 is considered here because of a possible disconiinuity its authors found in the
.mular v-ariation in 190,. 'Tis iliscotinuity was not incorporated in the IGRF 19S m el.
I lence, as one approaches 1990, significant errors may arise 'rom IGRF 1985 due io it.s
l.indling of the seculir variation. MAGSAT 1900 is presented because the basis of this
a1Idel ii satellite dat:a. The MAGSKI' satcllite was sp,'if'cally designed for the purx.se of
gathering high quality data with good gkbal coverage to be used in determining the Earth's
magnetic fiel. lrcvious models have all been developed using grouml-based dala. Note, the
O)GO series of satellites in the 1960's were usd in modeling the Md, but not to the same
extent as MAGSXI'. fnarraclough 1975 is presented because it is a model which has been
used at GL for years. 'lhu., it is of interest to those who have used it in the past and are
fmailiar with it.

I(;RF .19, Cain 1990, NMAGSAT 19a0, and arvaclough 1975 are all models delermine-.d by
httiing datl (ground-based and siellite) to a nathematical model. G:awus 11W391 found thalt
the Larth's magnetic field could be expressed as the negative gradient of a harmonic wakilr
lilenti:aI. ']'is representation of the field will be discussed. 'Iben the data tised to obtain
the fo ir models will be briefly described.

Note, there are other ways to represent the field. Stem 119761 reviews five groups of field
repre.cnalions: a) those based on current density, b) those using a magnetic scalar potential
(e.g. Gauss), c) poloidal and toroidal fields, d) Euler potentials, and e) local expansions of
the field given a reference point. In a subsequent review paper by Backus 119961, a strong
%:ase is made for using poloidal and toroidal fields (the Mie representation) rather than the
Gaussian representation. This is because Gauss assumes a current-free field. However, when
using satellite datm, this assumption is not v-lid. lijima and Potemra 119761 observed fiekl
alig ned currents at 800 km in the auroral zone. Even on quiet days, these led to magnetic
perturbations of several hundred nanotesla. W-ackus presents in delail the Mie representation
of the magnetic field in a spherical shell. 'is particular representation lends itself to
cotibining satellite data with ground.based observations.

However, the Gaussian representation is still the most widely used for internal field models.
For low latitudes and altitudes, the Gaussian representation of the internal fields is adequate.
The four models considered in this report are all spherical harmonic expansions of the
magnetic scalar potential. The alternate representations mentioned may be of interest,
p:articularly when considering external field contributions as well as ihtc internal ones, but are
not the focus of this report.
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2.1.1 Derivation of the Main Field and Its Componcnts

A&sume the main field can be expressed as the neptive grndient of a scalar potential (V)
which is a solution to Laplue's equation V2V - 0. Then in spherical polar coordinate, this
solution may be written as a series expansion in spherical harmonics:

N n
V - a Y.(a/r)m+1 2 (S: ow mh+ tsin m)M.(ax )

n-1 MO0

where

a w mean Earth radius
r w distance from Earth's center
0 = geocentric colatitude (measured from the geographic north pole)
X w longitude (measured east from Greenwich)

" m Legendre polynomial of degree n and order m
, hT. = spherical harmonic coefficients that constitute the desired models

Note, several different normalizations are used with the Legendre polynomials. The models
presented here use Schmidt normalization. Ihis correlates the magnitude of a term will) its
contribution to the field. Hence, the coefficients decrease with increaing n since the lower
order terms contribute the most Io the field (at least near the Earth's surface). There is no
systematic variation with ,n for any given n. Other normalizations may be obtained by
multiplying the Legendre polynomial by some factor, then dividing the corresponding
coefficient by the same factor. Thus, V remains unchanged [Stern, 1976).
One may then get the geocentric components of the main field, 1--VV, by partial

differentiation of V:

Y - B,- (-11r sinO)(BV/t&)

Z - A- BV/hr

where, X is the northward component, Y is the eastward component, and Z is the radially
inward component of the field. The other geomagnetic components are related to X, Y, and
Z by:

D - declination - arclan(Y/X)
I - inclination - arctan(Z/H)
H - horizontal intensity - (X2 + y 2)1/2

F - total intensity - (X2 + y 2 + Z2)1/2

In addition to finding the main field at a given time (epoch), one is also interested in
extrapolating any given model to other epochs. To do this, a secular variation (SV) model is
required. 'his is found by assuming the coefficients have a linear dependence on time, eg. a
W 1 + at, where a, is the coefficient at some initial time and t is in years. In some cases, a
cuadratic term (secular acceleration) is also included [Stern, 1976].
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2.1.2 Model Epochs ard Degrees of Derivation

V;riations between the models are due to two factors: a) the data used, and b) the number of
coefficients determined. Each of these models is centered on a different epoclh, Burraclough
1975. MAGSAT 1960, IGRF 195, and Cain 1990. *hey have also been derived to different
degrees, 13arraclough N-12, MAGSAT N-66, IGRF N-10, and Cain N-IS.

Ilie distinguishing qualities of the da;a are when it was taken and how it was taken. The
epochs given with each model reflect the date the model is best suited for. For MAGSAI',
the data used was centered around 1960. For Barraclough, the data was centered around
1965 then the model ws projected to 1975. Similarly, IGRF and Cain were based on datft
spanning the late 1970s to the early 1980s. These were then projected to 1985 and 1990.
Each of the models uses a combination of data sources including, permanent observatoris,
repeat stations, ship.towed magnetometers, and satellite data. Satellite data has only bccn
incorporated for the past two or three decades. lie satellite "data" included in the
Darraclough model was actually generated from another model which was based on dato
from tile OGO series of satellites. 'The quality of the data varies due to the global coverage
and the instrumentation used. For the ground.bmsed data sets, the permanent observatory
data is more accurate than the ship data. However, in order to adequately cover the globe,
ship data is essential. Most of the models correct for the variation in quality by using
weighting factors. The MAGSAT satellite data is of particularly high quality. 'This satellite
was designed specifically to measure the magnetic field. The one drawback to this data is
that it only covers a time span of about six months. Thus, one must be careful that temporal
,ariations in the data don't appear to be spatial. These data are supplemented with ground-
tNised data specifically to address this problem.

'llie other factor contributing to differences between the models is the degree and order to
which the models are derived. The higher the degree, of the model, the more complex the
structure becomes. The core component of the field is seen primatily in tile lower degree
terms and is the dominant component to about n-13. 'he higher degree terms reflect the
crustal component to the field. These become dominant around n-15. '1hu., to most
accurately model the internal field with all its local variations, a model which includes high
degree terms is desirable. However, it may also be desirable to isolate the core component
of the field and neglect smaller features due to the crust. In this case, one would truncate
the coefficients at n<13. IGRF "985 is truncated at n-10 for this reason. Barraclough and
Cin artc limited to their respective degrees (12 and 15) due to the global coverage and
accuracy of iher data. MAGSAT has such a high degree due to the superior global coverage
of the satellite, combined with highly accurate observatory data and less accurate scalar data
available from remote regions.

2.1.3 High Latitude Limitations of the Models

Effort has been made to extend these models to high latitudes, but there are problems in
doing so. The models are derived by fitting the data to the mathematical model. Thus, to
obtain a reasonable model at high latitudes, one needs high latitude data. Clearly, data
coverage in these regions is not as complete as in lower latitude regions. IGRF used vector
data to ±500 and scalar data poleward of this. MAGSAT and Cain used data to within 70 of
the poles, then interpolated over these regions. Barracdough used data to ±850. Thus, one
must be careful when applying these models at high latitudes.
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2.2 IGRF 1%5

lie Interntional Geongnetic Reference Field Revision 1985 (herrafter IGRF 1985) is the
)rodulct of the International Association of Geomagnetlism and Aeronomy (IAGA) Division
I, Working Group 1. This 13 member group has produced a series of mathematical models
of the Earth's main geomagnetic fleld and its secular variation. First adopted in 1968 and
now with the fourth revision there rr five IGRF models (1945, 1950, 1955, 1960 and 1965),
four "dcfinitive" models (DGRF 1965, 1970, 1975, and 1980), and a predictive model
projecting the secular variation 1985 to 1990 IACA, 1986). The models which will be
discussed here are DGRF 1980, the predictive SV model 1985-1990, and IGRF 1985. Note
that the IGRF 1985 model was produced by applying five years of secular variation (1960-
1985) to DGRF 1960 [BarraclovgA, 1987].

In the fourth revision of IGRF, 23 models from five groups were submitted for models
ranging from 1945 to 1990. For the models of interest here, the Working Group truncated
the model GSFCMF8O (Goddard Space Flight Center Main Field 1960) by Langel and Estes
[1951 to n-10 and kept it as the DGRF 1960. The secular variation model for 1960-19.5
was tile mean of models BGSSV82 (British Geological Survey Secular Variation 1982) by
Quinn et al. [1987], IZMSV82 (Institute of Terrestrial Magnetism, Ionosphere and Radio
Wave Propagation (IZMIRAN) Secular Variation 1982) by Golovkov and Kolomiitseva
[I('7], and USGSSV87 (United States Geological Survey Secular Variation 1987) by Peddie
and Zunde [1987a]. The predictive model for 1985-1990 is the mean of BGSSV,7
[Hlarraclough and Kerridge. 1987], IZMSV87 [Colovk v and Kolomiihetia, 19871, and
USGSSVS7. Since the IGRF 1985 coefficients were determined by taking DGRF 1980 and
applying the secular variation for 1980-1985 to its coefficients, the derivation of the LUngel
and Estes model for 1960 will be described.

2.2.1 The Main Field Model

Lngel and Estes used the data from MAGSAT (November 1979 to April 1980) plus data
from 91 magnetic observatories (1978 to 1982) for their model of constant coefficients
(degree and order 13) and secular variation coefficients (degree and order 10).

MAGSAT had an altitude range of 300-500 km with a sun-synchronous orbit at the
terminator (i.e. day-night boundary). Thus, data was only taken at dawn and dusk in local
time. This was the first global vector survey of the near-Earth geomagnetic field. However,
in modeling the field using the gradient of the scalar potential, the field is assumed to I-
curl-free. This does not hold at satellite altitudes. MAGSAT passes through field-aligned
currents which have an effect on the field magnitude. To compensate for this, component
data was used only between ±500 geomagnetic latitude. Above this, only magnitude data was
used.

Langel and Estes also investigated local time asymmetries by modeling tile dawn and dusk
data separately. They found significant differences between these two sets which they
attributed to an eastward equatorial electrojet which lies below the satellite. The electrojet
affected tie dusk data at certain latitudes, but not the dawn data. Thus, the dusk data was
corrected for B and X between ±200 geomagnetic latitude, Y between ±150, and Z between
±500 using the difference between the dusk and dawn potentials. This removes some of the
independence of the dusk and dawn data. A model of the electrojet itself would have been
the best way to correct the data, but one was not available.
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Ilie dkita were put into three temporal groups: November.Decefnbcr 1979, Jnuary-February
9.41. and March-April 1960. The dawn and dusk data were separated and put into 50 x 50

cquiangular bins. Residuals were computed from a previous rrdcl and data which fell
outside the acceptable Tange from these were rejected. Data w selected from each bin
such that there were an equal number of points for equal arcas all over the globe.
Preference ws given to dawn data and uncorrected dusk dat, w'>re r-sible, with the
corrected dusk data used as necessary. Data were also seklcted such that a good spread ol
Dst vaies between ±22.5 a] was obtained to improve the analysis of the external M1ecd. The
data were esiimated to be accurate to 6W' root-sum-square (rss) in each --omponent cid ;o
2T rss in the field magnitude.

In addition, observatory data from 91 stations (1978.1982) was obtained from NOAA
Nationatl Geophysical and Solar Terrestrial Data Center to supplement the MAGSAT data.
1e data were converted to X, Y, and Z in geodetic coordinates using an equatorial radius of
,'3'.165 km and flattening of 298.25.

lFor each coefficient the standard error was determined as was the error between dawn Und
corrected dusk models. As in any large statistical study, two sources of error are present, one
in the data and the other in the averaging process. The errors derived only from the fit tend
to underestimate inaccuracies due to model validity, improper estimates of lta correlation,
and systematic effects of non-core fields. Since the (lawn set and dusk set have identical
error characteristics except for the effects of the external fields, the difference in their errors
reflect e.iternal influences while the coefficient standard errors reflect internal inconsistency.

2.2.2 lhe 1980-1985 Secular Variation Model

A secular variation model was then applied to DGRF to obtain IGRF 1985. Three
candidate models were submitted to the IAGA committee. Rather than selecting one model
over another, the committee decided to take the mean of all three and adopt that as the
19SO-1985 secular variation model. The candidate models are BGSSV82, IZMSV82, and
USGSSV8"7. Each of these will be briefly summarized below.

hlie BGSSV82 model [Quinn ct al., 1987] was based on magnetic obsen-wory annual means
primarily from the World Digital Data Centre Cl in Edinburgh, supplemented with data
from World Data Centres A and B. Annual means from 172 observatories over the period
1969.5 to 1983.0 were used. The secular variation was estimated by finding the first
differences of the component data. inear fits to the data were computed using least squares
with weights varying linearly from 1969.5 (given a weight of 0.5) to 1983.0 (given a weight of
1.0). They found that a single line was inadequate to fit the data. This is due to U
discontinuity (or "jerk") in the secular variation in 197& Thus, they used two line segments
to fit the data. They obtained a model to degree n-8 with rms residuals of 5.8
nanoTeslalannum in X, 4.9 nT a-1 in Y, and 5.2 nT a'1 in Z.

The IZMSV82 model [Golovkou and Kolomilseva, 1987] was based on data from 160
observatories. To this they added data at 34 locations (generally ocean areas) to fill gaps in
the data due to the distribution of these observatories. The added data was generated from a
i)revious. model, IZMSVS0. They graphically smoothed their X, Y, and Z data to obtain X,
Y, and Z. Using this technique, they tried to account for some of the non-linearities in te
data. They found rms residuals of 4.0 nT a-1, 3.5 nT a4, and 4.6 nT a"1 for XC, ', and Z,
respectively.
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The USGSSV87 model [Pcddic and Zundc, 1987a] was based on data from 148
observatories over the period 1960 to 1983. The data consisted primarily of annual all-lay
means (i.e. the mean of all the daily means for the year). When it was available for the
complete series, quiet-day means were used. Txs. are the rinnual neans based on the five
international quiet days per month. "]hese ar not available from most observatories. It is
preferable to use the quiet-day means to reduce the external contributions to the secular
variation models. A linear fit was made to the X, Y, aed Z components, using unweighted
least squares. The slopes of these lines were taken as the estimates of X, Y, and . '111
spherical harmonic analysis was then performed on these values. A model of degree n-8
was. found to be a gpod compromise between model size and goodness of fit with 6.1 n' a,'
in X, 5.3 nl a'1 in Y, and 5.2 nT a" in .

2.2.3 Tlhe 1985-1Y) Secular Variation Model

The secular variation model adopted by tile IAGA committee was also a mean of three
models. "lliese three were essentially by the same authors as the models described previously
for the 1960-1985 SV model. "'these models are 13GSSV87, IZMSV87, and USGSSVS7. "llie
USGSSVS7 model was discussed in the previous section. The other two models will be
briefly described below.

The BGSSV87 noxel [(arracloughk and Kerridge, 19871 was obtained from data front 159
observatories taken front 1969.5 to 1963.0. A linear fit to the data was made using weighted
least squares. TWo line segments were required to fit the data due to the jerk in 1978. *This
was the same procedure as that used to generate BGSSV82. Then they synthesized X, Y,
and 7 for 1967 by extrapolating tle linear fit assuming a constant secular acceleration from
169.5 to 1987.5. This extended data set was then used to ge a model to degree n-8 with
rmis residuals of 10.4 n' a'1 , 10.1 nT a 1, and 9.6 nT a., in X, Y, and Z respectively.

'Ihe IZMSVS7 model [Golovkov and Kolomiitieva, 1987] used the IZMSV82 data set from
160 observatories.. Then the predictive model was obtained by using a graphical
extrapolation of X, Y, and Z. They again filled the datz gaps in the ocean regions, but this
time they used their 19082 SV model to generate the data. This was to obtain a 1985
predictive model, this in turn as used to generate the data to fill in the gaps to obtain the
1987 predictive model.

2.2.4 Discussion

As pointed out by Golovkov and Kolomiitseva [19871, the SV models for 1985-1990 all h:ve
very similar background data. llstL, differences in the models arise due to how the non-
uniform distribution of the observatories is handled and how the data is processed. 'Ilese
differences can be significant and can be indicative of the reliability of the model. These
authors compared the three candidate models for 1985-1990 and found that IZMSV87 and
USGSSV87 agreed quite well, whereas the BGSSV87 model was not in such good agreement.

Similarly, Peddie and Zunde [1987b] looked at the three candidate SV models for 1985-1990
and compared them to data from 148 magnetic observatories. They assume that the present
rates of change will continue. Thus, their comparison was based on the most recent trend in
SV (1980-1983 at these observatories). They also found IZMSV87 and USGSSV87 agreed
fairly closely to the data whereas BGSSV87 did not agree as well.

8



Cain and Kluth 119871 also reviewed these models. They looked at the differences of the
coefficients and the components X, Y, and Z between these mo44. Again, BGSSV87 was
fo-iud to have poorer agreement with the other two models than they have with each other.
BGSSV87 differed from the other two by up to 100 n'I' a" , whereas IZMSV87 and
USOSSV87 agree to within 20 nT a4 everywhere except in the eatern Pacific.

Rather than selecting one model over another for the SV model, the three candidate models
were averaged iogether to comprise the SV 1985-1990 model. The three models were
appar-ntly combined equally without any statistical weights. It is not clear why this was
done. No explanation was given by B3arraclough [1971] in tie report which describes what
the IAGA committee selected (note, Barraclough was the chairperson of this committee).

2.3 CAIN

While conducting an analysis of candidate models for IGRF 1985, Cain and Kluth (1987)
fotund what appeared to be a jerk in the secular change determined from the observatory
data in mid-1983. If this jerk is real, a question arises as to how well the IGRF 1985 model
might project to 1990. They concluded that the observatories gave inadequate coverage to
'scertain whether this was a real phenomenon or not. In fact, they questioned whether the
SV model based on these data alone give a reliable global estimate of SV at all. 'llwls, they
decided to construct another secular variation model based on the observatory data plus,
scalar data from ship-towed magnetometers and data from Project Magnet aircraft (from the
U. S. Naval Oceanographic Office).

'lliey investigated linear and parabolic secular change models. As a starting point, they
truncated their n-66 MAGSAT model [Cain et d., 1988) to n-15. 'I'his %,as done due to
the limitations of the observatory, Project Magnet, and ship-towed magnetometer data sees.
These do not have adequate global coverage to generate a reliable model of such high
degree. These additional data sets were used to determine a secular change model to
extrapolate MAGSAT to future epochs. Various secular variation models were derived with
a linear model (M8386L) giving the best projection of the field to 1990 (Cain, 1987].

Note, in this section, only the derivation of the secular change model which is applied to the
MAGSAT model to obtain the Cain 1990 model is discussed. The derivation of the
MAGSAT model which is used here as the main field model will be presented in the
subsequent section of this report (2.3 MAGSA'I).

2.3.1 Description of the Secular Variation Data

Tie observatory data came from several sources, digital data at one and 2.5 minute intervals
and tabular data of hourly and annual means with absolute scale offsets (most of the time).
Most of the data was supplied by the National Oceanic and Atmospheric Administration
(NOAA) in Boulder, Colorado. Additional data was obtained from the World Data Center
B in Moscow. Plus, some data was sent directly from the magnetic observatories.

The observatory data needed to be put into a uniform format. Thus, they used hourly
averages when it was possible and supplemented these with the annual all-day means. Cain
[1987] points out that the quiet-day means are preferable to the all-day means (the former
determine the annual mean using only the means from the five international quittt days,
whereas the latter uses all of the daily means to evaluate the annual mean). However, these
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are not as readily available as the annual means determined from the all-day means. Data
was selected according to following criteria. To maximize the amount of data while
minimizing Kp, Kp<2 was chosen as the cutoff for acceptable data. Similarly, to reduce the
effects of diurnal variations, only data within four hours of local midnight was kept. TO
account for external contributions to the field, the Dst correction was calculated from near
equatorial H ,alues. l'here has not been a global determination of the zero-level Dst; thus
they assumed it is constant over the data set and that its average may be derived. To
simplify things somewhat, a ratio of internal to external effects equal to 0.28 was used. This
may be too high for p<2 and should be reconsidered. All of the data was expressed in
terms of the X, Y, Z components, with the incomplete vector data dropped, and each
component then corrected for Dst.

'Ilia Project Magnet data Weri provided by NOAA and by the Navy in five minute intervals.
It was binned by year and by areas equivalent to an equatorial 100 x 100 square. Only data
with Kp -'2 were retained. Data within two hours of local noon were deleted. Comparisons
were made to a previous model, with data differing from the model by more than 400 nT
rejected. Vector data vas weighted and used along with the more accurate scalar data. Dst
was corrected for in the same manner as the observatory data.

lie ship-towed data is a vast database. Hence, one could be selective about which data to
retain. Values were selected for Kp<l+ and within four hours of local midnight. Again the
Dst correction w-as the same as the rest and the binning was by year.

All tile data was combined into a 40,000 record set. All the observatory data was used with
the Project Magnet (vector and scalar) and ship towed (scalar) data filling in the rest.

2.3.2 Derivation of the Secular Veration Model

To obtain secular variation, the X, Y, and Z components are fit to a. polynqmial using least
squares. Then the slope at a given time is determined to obtain X, Y, and Z. To make tle
calculations easier, the hourly averages were grouped into 10 day means. The data set was
put into several test models to optimize weighting factors and to check the st:ability of the
solutions with tie available data distributions. The test models led to a final parabolic model
of degree n-7. To find the best projection of the field to 1990, it ws decided to use this
parabolic model to generate additional data to compensate for the lack of available data
post-1983. Thus, the real data from 1980 to 1983 results in the best model for this epoch,
while the calculated "data" influences the secular variation after 1983. It is assumed that a
linear projection to future epochs is the best. Here, two linear models were obtained, one
for 1980-1983 (M8083L) and the other for 1983 to the end of tile data set (M8386L). 'lhese
models were derived to degree n-7 (stable solutions did not exist beyond this). The latter
model gives the best projection to 1990.

Cain [19871 states M8386L gives the best projection to 1990. IGRF 1985 does not account
for tle mid-1983 jerk, thus as one gets further away from 1983, it is anticipated that Cain
1990 will represent the field better than IGRF 1985. Project Magnet and ship towed data
are consistent with the post-1983 model and confirm the jerk detected in 1983 as well.
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2.A MAGSAT

MACSAT was a satellite which was placed in a sun-synchronous orbit in the dusk-dawn
meridian for the specific purpose of measuring the Earth's magnetic fmid (See Section 2.1.1).
&.everal people have used the MAGSAI database to derive magnetic field models. For twis
report, coefficients derived by Cain et al. [196%] for an n-66 spherical harmonic expansion
hive been used. This high degree is obtained by using the Neumann method of Gauss-
Legendre qtmdrature (ScAmit.: ct al., 1%691. Although the model goes to n-66, the set
available at GL only contains the coefficients to n-50. For computational expediency, one
may select a subset of this which has been truncated to n-15.

2.4.1 Description of the Data

Cain et al. [1969h] applied the Neumann method of Gauss-Legendre quadrature to the rdial
components (B,) of the MAGSAT data. Starting with a prcvious MAGSAT model, new
obser.atory data was added. To obtain better secular change (SV) data, hourly values were
only selected within two hours of midnight and for a limited range beyond Kp-+.I These
were then corrected for Dst, averaged for each universal time day and converted to X, Y, 7.
Using least squares, X, Y, Z were found. he fit was good except at the North Pole due to
seasonal variations in the polar ionospheric currents, which lead to secular changes which are
higher than one expects from the internal field.

In order to minimize annual variations which arise in data sets taken over a short period of
time, data was added to expand the collection time of MAGSAI. However, it was not
extended too far so as to avoid problems with the jerks in 1978 and 1983. Data from
MAGSAT was selected every 128th observation (roughly 50 km along satellite orbit). Only
values where Kp 2+ and which were within the 100 nT of the previous model were kept. Of
the 1,330,285 observations, half were lost to the Kp requirement and 4478 were lost to the
100 nT requirement. Data were binned every 30 in longitude and into 64 latitudes (the roots
of the n-64 Legendre polynomial). Using Sugiura's computation of Dst, the data near the
equator were corrected. Note, this does not account for a zero-level in Dst; thus, there may
be an offset to this correction. This computation was done only for near equator stations
and is not easily extrapolated to higher latitudes. So beyond the range of Sugiura's
correction, a constant ratio of .28 for the internal and external terms was used to correct the
data for Dst contributions. This was checked via scatter plots of the correction versus
observatory hourly values when Kp:-2+, and was deemed reasonable.

In getting the residuals, the average external term was canceled in taking the differences since
the average external term is calculated along with the internal terms. lowever, the average
induced internal field Ls still unaccounted for. Five percent of the data was divided into dusk
and dawn according to the local time of the observation and averaged by dip latitude.
Analysis of these, points to a meridional current on the dusk meridian of the Y component
[Afacda et al., 1985] and to a weak westward electrojet flowing at dawn below MAGSKr
altitudes in the E-region [ain t al., 1989a]. These were corrected for by using a simple
function of dip colatitude to reduce the peak scatter (by as much as 15 nT at some latitudes).

2.4.2 Results from the Model

Ultimately, 100 to 400 data values were averaged per block with standard deviations of the
means ranging from 3 nT to 40 nT with most under 10 nT. Using Neumann's method on a
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data set with interpolated polar values, the same anomalies een -, n-29 wm still present,
but mom shqly focussed in this case. Beyond n-35, some of the features may be of
geologic significance tCein c a., 1983, C.in et id., 1969b]. However, projections to the
,urfac showed north-south striations which may be the result of inadequate noise reduction.
The low degree lerms in this model were also adjusted to look at the core components
(n-11 to 14) which ire cut-off in the n-10 models (i.e., IGRF and DGRF models). T7his
technique makes it possible to obtain high degree models.

For the purpioses of this report. small sample fields for 1960 were compared tn see the
differences in L-shell comnputed from the n-50 model, n-50 truncated to 20, and n-S0
truncated to 15. The differences in the tested areas were very small, on ;he order of 104 -
I0"5 for low altitude and no difference for higher altitude (>1000 kin). One sample point
showed a difference of .14 in 1. which is significant. However, the increase in computational
time for the n-50 model did not seem justified for these comparisons. Thus, the model
truncated to n-I was used in the comparisons with Barraclough 1975, IGRF 1985, and
Cain 1990.

2.5 BARRACLOUGII

Darraclough et al. [19751 derive three spherical harmonic models, the main rieke, the secular
variation, and the secular acceleration. The main field model is composed of 168 spherical
harmonic coefficients to degree and order 12. The secular variation model has 80 coefficients
with degree and order 8. The secular acceleration model is comprised of the 26 most
significant coefficients.

2.5.1 General Description of the Data

The main field coefficients are Schmidt quasi-normalized in nano:l1esla. They were derived
from five data sets: survey, observatory, oceanographic, ships' compass, and satellite. The
first four of these include all the 1955 to 1975 data from the World Digital Data Centre CI
at Herstmonceux. All tei data were reduced to sea level and a common epoch, where the
common epoch was chosen to be 1965. This was selected because it is the mean date of the
observations and thus as many data are extrapolated forward as backward, thereby
minimizing SV errors.

Ilie survey data were obtained from land, sea and aircraft magnetic surveys of one or more
of the following field components: Declination (D), inclination (1), horizontal intensity (1-),
vertical intensity (Z), and total intensity (F). The observatory data are the annual mean
values from approximately 200 fixed stations with uneven global distribution. The observed
components are generally D, Ii, and Z or 1, but some of the high latitude stations also
supplied north intensity (X) and east intensity (Y). The oceanographic data are comprised
of a large number of total intensity observations made on surveys which covered most ocean
areas. The ships' compass observations were used to fill in sparsely covered regions. They
are generally D values of limited accuracy from compass record books of merchant vessels.
Finally, the satellite data were obtained from a model (Cain 8(73) derived from the OGO
series of satellites (numbers 2, 4, and 6, collectively referred to as POGO). The satellite data
were handled differently and will be discussed later.

lhe data sets were binned into 1654 tesserae (regions defined by any two given latitude lines
and any two given longitude lines) of approximately equal area (50 x 50 at the equator, 50 x
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1'00 at the poles). Unlike the other models, the data for Barradough 1975 are not centered
on 1975, but rath.r on 1965. Thus, the data wcrc evailuted using 1965 .0 as the mean time of
the dita set, iu,.n .,he mdl as projected to 1975.0. The mean ,alue of the data in each
tessera %.s found with a separate series uf , for each cLita set obtained. Post-1965 data
w,-ere reduced to 1M5.0 using n preliminary 1970 SV (secular variatin) m% vd Iy Malin uid
Clark [19741. Upldates from 1960 to 1965 were done using the 1960 SV model by Malin
11)69J and the 1965 SV model by Malin and Clark 119741. Error checking of the tcsseral
means using residuals between them and the corresponding IGRF 1965 values were
performed.

lhe separate means for each dta set were combined using a weighting system based on the
nunmber of observations, the date of the observation (1955-1965 %-.is weighted by .5 dcue to
!heir lesser importance), and the type of data (compass kna %is weighted by .01 since it is
much less accurate). len a differential method w.s used [WCiro Ct a., 1907j to obtain a
spherical harmonic model of the main field from all of the elements of the geomagnetic
field. With this technique, one solves for corrections to iihc coefficients of an approximate
spherical harmonic model. IGRF 1%5 in this case.

At this point, the satellite data set was incorporated into the model. Rather than re-
evaluating the POGO data, Barraclough et al. used the POGO (&73) model by Cain. "l'is
model includes the nain field and secular ariation to degree and order 14 for epoch 1970.
With this, total intensity values were generated at 50 intcrvals of latitude and longitude
between __850 at 800 km (like real satellite data) for epoch 1965.0. "'Mse 2520 values were
then used to obtain normal equations similar to the surface data equations. Then the
atellite set and surface set were given equal weights to obtain the sphericnl harmonic model
based on all the data.

2.5.2 Secular Variation

Ilhe secular variation model %as derived from annual means from magnetic observatories,
repeat stations (stations where observations are less frequent than once per day), survey dat:,
and satellite data. The magnetic observatory data set came from 180 observatories and is
comprised of D, H, and Z observations. 'The differences of each element were plotted versus
time with the curves extrapolated to 1975. Each extrapolated value was given a range in
which the actual value might fall based on the reliability of the data and on correlations with
nearby observatories. This uncertainty range was then used to assign weights to the 532
values. Again, extensive error checking was performed on each data set using the average of
the other four as the norm. "lhe best linear fit of data from 656 stations (1877 data points)
%%as used to determine D, Ht, Z at the meqn epoch of observation.

X, Y, and ' values were generated from the difference between the 1960 and the 1970 eighth
order main field spherical harmonic models. These were derived from 1955-1965 survey data
and post-1965 survey and oceanographic data, respectively. These data points were generated
at the center of ea,--tessera and weighted according to the number of observations from
1960 or 1970 in that tessera (the lower of the two if they are not tl!e same). Similarly,
POGO (8173) was used to get an interpolating function by synthesizing F.

Of the four categories (observatory, repeat stations, survey and satellite data), only the first
refers to 1975, the rest were updated with a secular acceleration model. A separate model
%%-as derived from each group and the models were compared to each other to double check
the suitability of the observational equations used.
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2.5-1 kcxvlar Acceklradon

The secular acceleration modtl used sewn SV modds. The Ave year means of X, Y, and Z
from the sum se of 80 oblsemnt (Sgin -ual weght) fr irm models (to 6h order and
degree) 1942.5-1947.5, 1947.5-1952.5, 1952.5-1957.5, 1957.5-1962.5 we used. Similarly data
from the 1962.5-1967.5 model was used, but this model was based on data from 118
observatories. The final two models, 1970 and 1975, wre bsed on annual D, It, and Z
mw.iu from 18D obsrv tories weighted according to coXdew4c limits on dta. "'hest last
two models are complete to 5th order and degme, but they also how some cefficients out to
&h degre..

"1he linearity of the SA plots indicate higher order derivatives amc negligible in comparison to
SA. The coefficients were calculated using a least squares fit to the coefficients of the seven
SV models of equal %iight. Standard deviations were calculated from ihe scatter of points
about the best straight line. f, rinal model then, is compos; of 26 coefficients exceeding
the standard deviation by more than 2.5.
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3. B tFELD COMPARISONS OF TIE MODELS

r.ich of the models (IGRF 190$, Cain 1990 MAOSAT 190, and barrdo igh 1975) %re
used to obtain the total B field and its components it rre altitudes (350 km, 850 kin, 1500
km, 10,000 km, and 15.000 kin) for 1990, 19 . and 1960. *1 diflcmv between these
nlodtis were then plotted for each altitude and )ear to get an overview of the model
discrepancies. IGRF 1%5 is ud m the sta?-' 4 sinte it is the bst known and most widely
used of all the models. More detailed comprisons were ma d by looking at 13 values
0btaincd from each model over a range of tiludes for givet longitude, epoch, and altitude.
initially, the whole latitude range was used (7511). Then, the rmage CRRCS ill be In was
examined more closely (±200). Finally. contour plots of the field determined from IGRF
IM for 1960 and 1990 at 350 km art presentcd to show the o%rall change in the rkld ouer
this ten yvr spati.

3.1 OVERALL MODEL DIFFERENCES

FMgurcs 3.a and 3.1b are exampls of the contour plots produced initially to look for tre ls
in tee model differetnes ovr the full latitude and longitude ranges considered. Figure .1a
shows the differen found for 1990 at an allitude of 350 km. "The lor right Imnel of the
plot shows the magnitude of B ovtr the globe as calculatcd by IGRF 19W. The contoirs arc
dra% at increments of 5000 nT. The South AlAntic Anomaly (SAA) is clearly sisible as are
the poles. Note, the appearance of the two waxima in the northern hemisphere are a
product of the projection. If this plot were mapped onto a sphere, there would only be one
northern mxmum indicatiht of the north magreti )ok. The magnetic field is strongest #t
the poks, decrezing owards the equator as is cxg" *d for a nearly dipole field. The other
three pis show the absolute differencts in nT betwten Cain, MAGSA, and Barrwdough
versus IORF respectively.

The differences seen in Cin-JORF and MAGSAT-IGRF are less than one perenit of the
total fd. ibere does no( appear to be any systematic di ference it either of these plots.
Iie scattered distribution of the difference contours is probAbly a reflection of the different
degrees of these models. Both Cain and MAOSAT have higher order coefficients than
IGRF. Thus, they represent some of the local crustal contributions to the fieWl which IGRF
does not. Still these are small differences. The differenc seen in Barraclough-IGRF ore
somewhat larger than those ob6rved in the other two plots. They am still only on the ordpr
of a percent or so. Her, the distribution of the contours is not scattered as it is with til
others. This implies a moe systematic variation from IGRF which is probably attributable
to the projection of the model over 15 years to 1990.

Figure 3.1b is essentially the same as Figure 3.1s, however it shows the differences ut an
altitude of 10,000 km. This altitude is about as distant as one should go without including
the external field calculations. Hem, the field strength has dropped off by more than an
order of magnitude. The polar maxima are still visible, but they are not as distinct. The
SAA is still apparent, but apin it is not as distinct as it i at perigee.

The differences seen in Cuin-IGRF and MAGSAT-IGRF are less than one percent. Ihe
contours arm not as scattered as previously. The crustal contributions to the field are not as
pronounced as at lower altitudes. Cuin-IGRF shows some differences centered around the
SAA and some differences centered over the southern Indian and Pacific Oceans. This is to
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be expected due to the poorer data coverage in the southern ocean regions. Similar features
are seen in MAGSAI-IGRF. Here, them is no distinct difference centered on the SAA.
However, there am a couple of distinct northern features. One set of contours is centered
over the northern Pacific and another is centered over western China (a particularly
mountainous region, presumably this area has not been covered well with ground-based
observations). Again, the differences seen in both of these plots are quite small compared to
the total field observed. The differences seen in Barrwough-IGRF are larger than the
others, but still Its than one percent of the magnitude of the field. The largest differences
are centered around western China and the region around Baffin Bay (northeastern Canada).
'I'his latter area is surprising, since this region is reasonably well covered by magnetic
observatories.

Table 3.1 presents the maximum difference between +200 latitude for Ail of the years and
altitudes calculated. Each model is compared to IGRF 1965 (model-IGRF). MAGSAT
shows the closest agrtement at 1980. By 1990, Cain agrees best with IGRF, For
Barraclough and MAGSAI' the differences steadily increase with time. For Cain, the
differences are smallest for 1985 increasing as one extrapolates both forward and backward
from this epoch. Note, that whib te absolute diffcreu'es drop with increasing altitude, so
does the magnitude of the field. The, percent differences also drop with increasing altitude
slightly. 'Isc worst difikrenc" are all less than one percent of the magnitude of the field
for 1980. MAGSAT 2nd IBarraclough are off by about 1.5% for 1990 at 350 km. For 10.000
kni, these vary from IGRF by less than a percent.

3.2 COMPARISONS AT SPECIFIED LONGr'UDES

Next, line plots of the magnitude of B were generated to high latitude at four longitudes over
the globe (see Figure 3.2). All four models are plotted in each panel. The agreement is
close, but there are clearly areas where the models do not coincide. As is expected,
Barraclough varies the most, but careful examination (particularly of the lower left panel)
shows that MAGSKI; Cain, and IGRF do not completely overlap each other either. These
plots show polar maxima (the right two panels) and the SAA minimum (the lower right
panel). Note, that the longitudes shown are not at the peaks of any of these features, but
one can see how the field is changing over longitude. Taking a closer look at this sort of
plot, Figure 3.3a focusses in on tne ±200 range at 1990 (upper panel) and 1980 (lower panel)
for 80 east longitude at perigee. The differences are apparent in 1980, but they have
significantly increased by 1990. Figure 3.3b gives a similar comparison, but for an altitude of
10,000 km. The models are in much better agreement for both epochs at this altitude.

3.3 B DETERMINED BY IGRF 1965 FOR 1990

Figure 3.4a shows the difference between the constant B contours calculated using IGRF
1985 for epochs 1990 and 1980 at an altitude of 350 km. While the general shape and
distribution of the field lines remains un-hanged over the ten year span, the field strength is
decreasing (this is most apparent at the edges of the plot). This is seen to be the case at all
five altitudes which were compared. This is due to the fact that the dipole moment is
decreasing (about 0.05% annually). The decreasing dipole has significant ramifications in
computing the magnetic field (see section 4.3.3.1). Figures 3.4b and 3.4c are included for the
benefit of the reader. These show the 1990 B magnitude contours determined from IGRF
1985 for the remaining four altitudes: 850 kin, 1500 kin, 10,000 kin, and 15,000 km.
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"lable 3.1. MAXIMUM B_ DIFFERENCES BETWEEN ±290 LATITUDE
All models Compared to IGRF 1985 (ModcI-IGRF)

Air. (kin) Cain (n) Mapat (n'l) Barraclough (I)

1990 350 257.34 -306.22 -639.74
850 162.7 -175.11 -409.83

1500 97.12 -98.37 -249.93
10000 3.28 -5.58 -14.37
15000 1.19 -2.36 -5.39

19.5 350 95.57 -159.15 .442.93
850 60.16 -90.13 -287.49

1500 36.33 -51.14 -175.70
10000 1.59 -2.65 -9.50
15000 0.61 -1.13 -3.54

j, s 350 163.59 66.05 -249.10
850 105.47 40.45 -165.36

1500 63.34 23.26 -106.03
10000 1.95 -1.60 -4.97
15000 0.72 -0.71 -1.73
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Figure 3.3b. Lne plou very similar to those in Figure 3.3a, but for an altitude of 10,000 km rather than
350 kmi. The top panel shows differences seen at 1990 and the bottom panel shows differences at 19S0 for
SO' east longitude. The agreement for both these epochs is better at this altitude than at 350 km. As in
Figure 3.3a, the models are in closer agreement at 1980 than 1990.
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4. DISCUSSION OF SOFWARE

4.1 INTRODUCION

iliree basic software packages were used in this analysis. One has been derived from
OPTRACE (Radtz, lnc., 19871, which was developed to compote the magnetic field
quantities (model field vector, L parameter, 100 km field line intercepts, etc.) which will be
stored in the CRRES ephemeris. This packade incorporates the IGRF 1985 model, with the
secular variation, for the internal portion of the magnetic field, and the Olson-Pfitzer tilt-
depenJent model (Olson and PfiLtsr, 1977] for the external portion. This package was
modified to incljde the other three models studied in this report (Barraclough 1975, Magsat
19SO, and Cain 1990), and to exclude the external field. Finally, to save computation time,
tile computations of parameters other than the magnetic field vector and L were removed.
Tlhis final package, calleJ HMIN, was tested to assure exact reproduction of OPTRACE L
values.

Ilie other two packages, received from J. C. Cain, are resurrections of software developed by
Kluge [19721, and Kluge and Lenhart 119)2, respectively. The first package, SHELLC, uses
a very fast algorithm [Kluge, 1970] for computation of the L parameter. The second
package, INTEL, interpolates L from i prestored table, and is therefore even faster.
However, the table is valid only for one epoch, i.e, no secular variation is included. The
table %ws generated by Cain for his model at the 1990 epoch. However we do not at present
possess the full software needed for generating tables for other models and epochs. Tie
resurrected software was tested [Cain, 1987] with old cases run by Kluge to asstre
reproduction of results.

,4.2 DEFINITION OF THE L PARAME'ER

'1ie L pIrameter maps points in a given magnetic field to points in a reference dipole field.
Ilie L parameter of a point [Mcllwain, 19611 in a given magnetic field is the distance from
the dipole, in earth radii, of the equatorial intersection of a dipole field line passing through
a, point with the same invariant integral I and field strength B in the reference dipole field as
the point of interest in the given field. The invariant integral at a point A is the familiar
field line integral

I - f [1-BIB] t2 ds

where C is the conjugate point to A, ds is the differential path length along the field line
connecting A to C, Bs is the field strength along the magnetic field line, and B is the field
strength at A and C. Mcllwain showed that, for a dipole field of magnetic moment M, the
required equatorial intersection distance r is given by a relation of the form:

r3B/M - f(IB/M)

Although the function f cannot not be expressed exactly in analytic form, excellent
approximations are available [Mcllwain, 1961, 1966; Hilton, 19711. By Mcllwain's
definition, the functional relationship between 1, B, and I in the given field is the same as
that between r, B, and I in the dipole: Thus, for a specified magnetic moment M, L is a
function of the point values B and I.
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In the definition of L presented here, We have deliberately omitted a specification of the
rcfrence dipole moment M to emphasize the present ambiguity in this regard. fcllwain
initially sekcted a value that was valid in 1960. This fixed value was imbedded in software
tht le provided to other users. Meanwhile other software has been distributed which uses
the uxated dipole moment, derived from the dipole terms of the model used to compute tle
ticld. "Ilie consequences of ambiguity on the computed value or L will b: discussed in ktail
in a later sub-scction.

4.2.1 Elaboration

Contrary to what we have just said, let us assume that we have a universally accepted
definition if N1. "lien let us clarify the rest of the definition of L by considering two
m;gnetic field models: the model actually specifying tle magnetic field vector t the point in
qtestion, and a reference dipole model with magnetic moment M. For either model, v can
compute the field intensity at any point, except at the origin where it becomes infinite.

\V, can ilso compute the invariant integral at .ny point lying on a cloAed field line. In tile
dipole field all lines are closed except the orn p.t.sing through the poles. On cuich closed
dipole line the field strength minimizes at one point, on the equator, about which the
o.riginil point and its conjugate are symmetrically located. In a more general, non.dipole

i~dd, there may be many open lines. For these we cannot define either I or L, so we will not
concern ourselves with them. Open lines cannot occur in the radiation belt, for partkles
vould escape along them. Most field lines in the radiation belts contain only one point of
minimum field strength, not necessarily on the dipole equator, in exceptional cases, near tie
.urface of the earth, there may be more. In any event, we may trace the field line from our
oiriginal point, in the direction of decreasing field strength, past one or more points oi,
minimum strengtn, and on to the conjugate point, the first point encountered where the field
strength matches lit at tie original point. Then we compute the invariant integral, a line
integral, in accordance with the definition, between our original point and its conjugate.

Mcll,-ain showed th:at the locus of points of common B and I in a dipole field has :t very
simple geometric property: it lies on a shell of field lines intersecting the equator on a circla
of r:adius

r - (MIB)f( M1)J'3

The value of L of our point of interest, in the actual field, is set equal to this radius, in Ru,
of the shell occupied by the points of the same B and I in the reference dipole field. Our
point does not actually lie on this shell, unless the actual field coincides with the reference
dipole field. However, in many instances, the radial distance of the actual equator crossing
of tie field line is close to L

For self-conjugate points, 1-0, L is easily obtained from B. In a dipole field, the self-
conjugate points are on the equator, where

B3-m r3
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ierefore, the equatorial radius of the dipok shell containing the 1-0 points of specir'd 1

is

r - (M-43)13

We therefore must have for 1-0 points in our actual rld:

L - (NID)1 3

Incidentally it follows from these considerations that

f(0) - I

4.2.2 Physical Significarn

lle L parameter is related to the properties of the adiabatic motion of trapped particks in a
stffidently slowly %,rying (both 'patially and temporally) magnetic field. Under tlltse
,)nditions the motion of the particle can be decomposed Into three components: the
yn,-romotion around the magnetic field lines, the bounce motion betwen the conjugate mirror

points, and the longitudinal drift motion around the earth. Associated with each of these
components of the motion is an adiabatic invariant which is approximately a constant. "lI'e
first two invariants, associated, respecthiely, with the gyromotion and the bounce motion, ure:

L- p'sinv(2mB)

J- 2 plm

I lere p is the paricle's momentum, cz is the pitch angle (angle between the velocity and the
magnetic field vector), m is the mass, B is the magnetic field strength, and 1. is the in,,riant
integral at the particle's mirror points, where the particle's pitch angle is 90 and the
magnetic field strength B, is given by conservation of the first adiabatic invariant R.:

B. - B/sin2a.

In the absence of an electric field, the magnetic field is static and the momentum p is a
constant of the motion. Then the particle's mirror point magnetic field and invariant
integral, Bm and I.a, are also constants of the motion, from which it follows that its mirror
point L value, L. is also a constant. "'herefore the particle's motion is confined to a "shell"
of magnetic field lines which contain the locus of points of the specified Bm and L...

In a pure dipole field of magnetic moment M, Lm is the equatorial radius of this shell, in
earth radii, since the field lines intersect the equator at this distance. This simple geometric
interpretation is the reason that L. has long been favored over I as a parameter for
modeling the radiation belts. In this dipole field, all particles found at a point possess the
same Lm, since L is constant along the field line. In a non-dipole field, however, the L
parameter is not in general equal to the equatorial intersection distance of the field line
through the point, nor is L a constant along the field line, although both of these properties
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lrc often approximately satisfied. TAcrefore tAc k pframetcr st a point is Me conscrvcd
Let orly for iAc particles mirroring at tAst point, IAaL is, tAosc particleo with 9o pitch
angles at tMal point. TAh appropriate L. parameter 4aue for particles with smailer
pitch angles must 4c cornputd at their parlicular mirror points, and in #cncral will
thcreforc 4e di;ffrent from the L parameter Wuc at tMe point of o6scrVltion.

4.3 COMPwUAIONAL M--IODS

F:rn tile definition of L given here, it is evident that four steps are required, in tile
ftllowing order:

1. Compute thc model field vector and magnitde B at the point ill q -,:tioil.

2. T"we the field line through the point to its conjugatc point, storing the magnetic field
magnitude 13, at poinis along this path.

3. Compute the line integral along the field ine to obtain I.

4. Compute L from 1, B. and M.

Step I is reasonably straightfomard. given the mathematical specification of tie field model,
and wvill not be discussed further here. Step 2, the field line tracing, is the most lime
consuming computationally, since it requires solution of a vector systen of nonlinear
ordinary differential equations expressing te local tangency of tie magnetic field vecir.
Step 3 requires only a quadrature integration along the field line, having determined from
step 2 the field strength as a function of the distance along the field line from starting point.
Finally, in step 4, wc must compute L, given I, B, and M. The shortest of the four steps of
our procedure, this final step requires selection of a algorithm for computing I. with
sufficient accuracy, and specificalion of the magnetic moment At of the reference
dipole field.

The expense of tile computation of L directly from its definition may be avoided by
interpolation of prestored tables, if the same model will be employed many times more thian
the number of tabular entries required ro interpolate L to sufficient accuracy.

1.3.1 Step 2 - Field Line Tracing

The desired field line is the solution of the ordinary differential equations

dxds-Bx/B

dylds - B1/B

dzlds - BP

satisfying the initial conditions that x, y, z at s-0 are the coordinates of the point at whicn
we wish to compute L Here x, y, and z are the cartesian coordinates of a point on the field
line, and s is the distance of the point, measured along the field line, from our original given
point, with a positive sign if the tracing is parallel to the magnetic field vector, a negative
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sign if the tracing is antiparalll. 'Thus, the field line is defined as a series of points, specified

by their Qirtesian coordinates, as functions of the independent variable s.

4.3.1.1 Kluge's method

Programs OPTRACE and HMIN solve these equations as indicated. The principal
difference between the two programs arises because OPTRACE must obtain the 100 km
intercepts of the rkiJ line as part of the CRRES requirements. Therefore it must trace the
field all the way to these intercepts, in both hemispheres. HMIN, concerned only with
computing L, traces only to the conjugate point.

SHELLC, using Kluges method, invokes a change of coordinates to the inverse variables.

-x/r2

- yJr 2

Z/- r2

Here x, y, and z are in a dipole-oriented system, the z axis parallel to the dipole. From the
inversc coordinates we can readily recover the direct coordinates:

S-Vp
2

where

p 2  42 + 12 + C2 - 1r 2

llere is also a change in the independent variable from s to the variable t, such that

dt - psdt' - p'ds/B

Ilie differential equation for t becomes

d,/dt - OW/a + tW/p2

where

W - -rV

and V is the scalar p'tential from which the field is derived:

B - -VV

Fully analogous equations follow for -q and C. If the field is not derivable from a scalar
potential, as when the external pe *)n (due to ring currents, etc.) is included, we instead
would obtain
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dFdta p4([(*,a)Bx + (OcIay)E + (*a)Bj1

-P
5(p(fl1 - 2t~B1 + n + CO~JI

At this point the final change of coordinates is made, replacing and -q by

u - VpI/2

V - Vp/2

In a pure dipole field, u and v are constants along the field line:

u M Cos4/L!/2

V - sinVL lY

Also, d/dt is shown to be positive everywhere (at least for the pure dipole case). Since { and
i are therefore single.valued functions of each other, C can serve as the independent variable
instead of t. hlen from the definitions of u and v, equations are obtained for du/dC and
dv/dt:

duld - [p"-dMadt - (fl2 dlpdtJ/(d 3dit)

dv/dC - [p'rdldt - (I2)pYdp/d/tV(ddt)

'llm right-hand sides of these equations can be expressed completely in terms of u, v, and C.
First note that

dp/dt - (tdrdt + .qddt + Cd(,/dt)/p

'Ilie derivatives d /dt, dl)Idt, and d/dt are given above in terms of p, ,' and C. Thus du/dC
and dvcld are expressible entirely in terms of these variables. To eliminate p, t, and $r, make
tile substitutions:

- upinn

- VP/ 2

p (1/2)(u2 + v2 + [(U2 + V2)2 + 4Qjl 2)

The expressions for t and 'q come from inversion of the definitions for u and v. The
expression for p comes from solving the quadratic equation

p2 - tl + T? + C2 - p(u2 + v2) + 02

With these substitutions we obtain ordinary differential equations for u and v in terms of
themselves and the independent variable . Solution of these gives u(C) and v(). As stated
before, u and v are constant along a dipole field line. In the real world, we expect them to
be sufficiently slowly varying that very large steps can be used in the tracing. Typically 10
steps seem to be sufficient for this method, while for the direct method used in OPTRACE
and HMIN, the number of steps is -100. Note in addition that only two equations need be
solved here, while in the direct approach we are solving three.
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4.3.1.2 Methods of numerical integration

'lle equations to be solved are of the form

dydx - ,(yx)

Tie principal feature of these equations is that the right-hand side, the derivative of the
solution, depends on the value of the solution itself. k second feature relevant !o our
particular problem is that the derivativs (right-hanl sides) require the time-consuming
evaluation of the magnetic fMeld.

OPTRACEMHMIN

OI)TRACE and HMIN ,e the open Adams 4th order numerical integration method [Presa,
et. al., 1986; Hfildebrand, 1956]. This method generates a solution on a sequence of
uniformly spaced points. In each step the solution at a new point is generated from the
value of tie solution at .he previous point and the first derivatives of the solution at the
previous four points. Only one derivative ev!uation is required per step.

llie method is called "open" to distinguish it from other methods which are "dosed", since
they require also the derivative of the solution at the new point. However the first derivative
of the solution value at any point can be obtained only if the solution value itself is known,
since the right-hand sides of the equations are functions of the solution value as well as the
independent variable. The closed methods are often used in what are called predictor-
corrector schemes, in which an open method is used to "predict" the solution at the new
point. Then the predicted so!ution value at the new point is used to estimate the derivative
there for use in the closed formula.

Tlhe method is called 4th order to indicate that it is accurate through the 4th power in the
step size, i.e., its error is proportional to the 5th power in the step size.

Since the solution must be known at 4 previous points in order to obtain it at a new point, it
must be generated at the first 4 points in the sequence by another method. Actually, the
solution is given to us at. the first point, the boundary value. Thus we must generate from it
the solution valucs at thi.next thre. points. In OPTRACE and HMIN this is done by the
classicall Runge-Kuta 4th order method [Press, d. al., 1986; llildebrand, 1956], which
allo s one to obtain the solution a! a new point from just its value and derivative at the
previous point. The process requires evaluations of the derivatives for two estimated solution
values at the midpoint of the step, plus one evaluation for an estimated solution value at the
end of the step, in addition to evaluation with the known solution value at the beginning
point of the step. Thus each step requires four derivative evaluations, compared to just one
per step for the open Adams method. This makes Runge-Kutta considerably slower than
Adams, but it has the flexibilty of not requiring a previous multiple-point history.

The step size h is given by:

h - FLL4SEGS x f(FLL)]

where
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FLL - estimated field line length (R.) between 100 kin intercepts

SEGS number of steps desired when FLL - 2 RE

f(FLL) - (.2/3)FLL + 7/3, FLL .2 RE

-(1/18)FLL + 9, FLL > 2 RE

*lie expression for h reflects the finding [Radez, Inc., 1987] that uniform accuracy was
obtained with a number of steps that minimizes for FLL - 2 and increases linearly to
,approximately double~that amount at the shortest and longest lengths to be considered for
CRRES. Tds shape funtiin is reflected by the function f(FLL), while SEGS, nominally set
to 100, but easily adjusted in the code, gives the desired number of steps at FLL - 2 R.
'Ilie procedure for estimating the field length depends on the dipole L parameter, L4 , of the

initial point [AfcNdil, 1966):

Ld - rfsin2O

where r is the radial dis.'ance and 0 is the magnetic colatitude. For Ld a 2 Ru, FLL was
found empirically to fit very well the estimate

FLL - 2.77 Ld .1.86

For lesser values the situation is quite complicated, due to the varied effects of the non-dipole
terms in the field. Ir, this case FLL was fit to parabolic functions of L.d, with coefficients
tabulated on a 7 x 13 magnetic latitude-longitude grid. FLL at any latitude and longitude is
computed by bi-linear interpolation of the four nearest neighbors on the grid.

SHELLC

lhe third order Adams predictor-corrector method is used to obtain the solution at a new
point, given the solution at the previous point and the derivatives at the previous three. Ilie
process is started as follows:

1) the solution is estimated 1/2 step forward of the starting point by linear extrapolation,
using the value and derivative at the starting point;

2) The solution is then obtained one step backward from the starting point, by quadratic
extrapolation using the starting point solution value and derivative, and the estimated
derivative at the point 1/2 step forward;

3) The solution one step forward of the starting point is obtained by cubic extrapolation
using the solution value at the starting point and the derivatives at all three previously known
points. The point 1/2 step forward is now discarded, and the remaining three are available
to begin the predictor-corrector process.

The step size At for all runs was 0.2 RE"1, the value set in the code ,e received. Since this
probably was arrived at after extensive testing, we saw no reason to change it.
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,1.3.2 Step 3 - Computation of I

OPTRACEIMIN

"llie interval between the starting point and its conjugate point is divkkd into two regions:

1. the largest subinterval beginning at the starting point which contains an een number of
steps;

2. the subinterval beginning at the end of region 1 and ending at the conjugate point.

'Ilie conjugate seldom coincides with any grid point; it is found by quadratic fit of the field
strength Bs through the three closest points, and solving for s such that B - B.

The integral through region I is performed by Simpson's Rule IPress, ct. a., 19S6;
lildcbrand, 1956], which is ai two-step formula. The midpoint of region 2 is located by a

single application of Runge-Kuttat; then one application of Simpson's Rule computes the
integral through this portion.

If the conjugate point lies within the first two steps a different procedure is followed. The
quantity 1-B/B is fit to a pairabola, from which the location and value of the minimum
(Bmin) tire determined. The invariant integral is then given analytically by

I - (7/4)t(1.Bm,,B)1'2

where t is the ardength from the starting point to the conjugatc.

SHELLC

In terms of the transformed variables the invariant integral is written:

I - f (-BIB)', [(Q/O1ddt)]dC

where

Q - [(dIdt) 2 + (d-1 dt)2 + (dyIdt) 2Jfla

It is shown that the field strength B, at a point on the field line can be written as

The step size used for the tracing is too large for the computation of 1, because of the
rapidly -Yarying quantities in the integrand. To avoid having to trace at a 4.,aller step size,
which would defeat the purpose of the algorithm, Kluge defines three slowly-varying
interpolation functions:

C - U2 + V2

D - Q41 + 3(Vp) 2]"2

E = D(1 + t2/p2)/(d'/dt)
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In a dipole field, C becomes I/L, and D and E both become equal to the dipole moment.
!11w inverse radius p has previously been given in terms of the slowly-va ying u, v, and the
independent variable C. We can re-express this result here as:

p -(1/2)(C + [C' + 4 1J12)

Ihns we can compute p analytically at any pointC once we know C Next, 0 can be obtained
analytically from D, p. and C; dVd( can be computed from D, E,p, and C; and B, can be
computed from p and Q. Thus the entire integrand can be computed analytically at any
piint C from these interpolation functions. Four-point interpolation is used for C, three-
point interpolation for D and E.

The integration is performed by the trapezoidal rule [Pres, cf. al., 19,6]. Since this
method performs the integration one step at a time, the step size can be varied conveniently.
It is chosen to be kp, where k is presently set to 0.03.

The beginning and ending intenals are handl d by a slight ndification to account for tile
square root singularity in inowgrand - it approaches zero as the square root of the distance
fron the end point. If x, is the length of the interval, and x is the distance from the
endpoint where the integrand vanishes, then the integrand is approximated by

G - a[xix1] n

where a is the value of the integrand at the other end of the interval. *hen the integral over
this portion is

i- (2/3)ax

If the conjugate point is within one integration step of the starting point, I is set to zero.

.1.3.3 Step 4 - Determination of L from B and I

Although an exact mathematical expression for L is not available, excellent approximations
have been provided by Mcilwain [1961, 19661 and Hilton [1971]. All three codes employ
Mcllwnin's 1966 version:

Y - ln(L 3B/M-1) - X.. 09 a.X"

where

X - ln(13B/M)

and the coefficients aA are given in the table reproduced here from McIlwain [1966]. '11e
last row in the table indicates the maximum error in Y. These numbers translate into a
maximum relative error (AL/L) of -1,6x10 4.

Originally, the somewhat simpler formula given by Hilton [1971],

L3B/M - 1 + a1X/ 3 + a2X20 + a3X

where
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X - 13B/M

a - 1.35047

a2 - 0.465376

a3 - 0.0475455

was employed in OPTRACE and HMIN. Table 1 of Hilton's paper quotes maximum error
A/L - 10-. Howver, comparisons with results obtained using Mcllwain's formula revealed
relative differences - 2103. "I'hus we reverted to the tried and true Mcllwain formula.
Recently we have discovered that the diffrences may due to an error in a2 in the computer
code of Hilton's formula. Although further testing may warrant reinstatement of the Hilton
formula, the saving in computation is minimal, since this step requres a very small fraction
of the total effort required to compute L Therefore we have for the time being retained
Mcllwain's formula,

4.3.3.1 The disappe:aring dipole

listorically tile constancy of the Marth's magnetic dipole has been taken for granted. As in
human relations, this nmy prove to be fatal, !or the dipole moment

M - [(g 1)2 + (gil) 2 + (h11)2J"2

has been decreasing at the rate of approximattly 0.05 % per year. The predicted 1990 value,
computed from the dipok terms of the extrapolated IGRF 1985 model, is 30299 (nT-R 3),
while the value used by McIlwain, in these units, is 3H165.3. This latter value was imbedded
into Mcllw irAn subroutine CARMEL, which he has over the years provided to many users.
Ilius this consiint has become a fixture in many L computation codes, including the
SIIELLC package uent to us. In OPTRAE and HMIN, on the other hand, we have used
tile updated value for M, given above, as recommended by Hilton [1971]. Since we have only
recently discovered that it was Mcllwain's old M value hat was used in SHELLC, many of
the results of that code presented in this report were computed with this value.
Consequently part of tie differences between SHELLC and OPTRACEIHMIN results are
undoubtedly due to this difference in the M values used. We have sine modified SHELLC
to use the updated dipole moment as in OPTRACE, and will present comparative results.
The INEL interpolation tables, undoubtedly, have been generated using the old dipole
moment. Since we do not presently have the capability to regenerate these, the only INTEL
results presented here are with the old dipole moment.

It is not totally obvious to us how to select M. We have given here the two choices that we
know have been commonly used. McIlwain [1966] suggested that M be chosen to minimize
[ie variation of L along the field lines. Although attainment of a practical algorithm for
accomplishing this in tie actual geomagnetic field seems unlikely, Hilton's definition, used in
OPTRACE, accomplishes this in a time-varying pure dipole field: the L parameter at a point
remains equal to the radial distance of the equatorial intersection of the field line through
that point as the field changes.

However, what happens if we use McIlwain's fixed value, which we may call Mm, instead of
the updated value, MU? We have found previously, that for 1-0,
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L - (M/B)" 3

Thus we find that by using McIlwain's fixed value of the dipole moment, instead of the
updated value, we obtain for points at the equator (1-0) L parameter values which differ
from the radial distance by the factor (MnMW,) t 3. Using the values of Mu (1990) and Mm
given above, we find that this factor is I ' Thus, in 1990, use of the fixed value Mm would
result in L values nearly 1% higher ct thco equator than those obtained using the updiated
value MJ.

Now consider high latitudes, in the limit of large I and B. Here both Mcllwain's and
I llton's expansions lead us to

L3 /M = 0.04754551IB/M

L = 0.362273

"llus L becomes independent of M in the high latitude limit, while it depends on N1 at the
.quator. lierefore we conclude that L is not a Constant along a dipole field line unless tile
%alue of lhe dipole moment N1 employed in computation of L from B and I is the same as
the value employed in computing B and I. Thus to satisfy Mcllwain's criterion of
minimizing the variation of L along a field line, it is obvious that for a pure dipole field wv
should use the same (updated) %value in the final step of obtaining L from B and I as was
u-,ed in computing the field. The effect of using Mcllwain's subroutine CARMEL, with the
fxed value fMo embeckled, in conjunction with model routines th'at use the uplated values of
all coefficients to compute the field, is that this condition would not be satisfied.

In a non-dipole field, however, L is not in general constant along a field line, even if
consistent values of M are employed. For the earth's internal field, however, L is
approximately constant, McIlwain (1961) finding relative variations within 1% along field
lines within 3 RE (Hopefully his M value is consistent with the 1960 model he employed).
However at larger distances, where the field due to external sources must be included, the
variation of L along a field line can be quite substantial. For example, using the Olson-
Pfitzer model for the external field and the IGR85 for the internal field, it was found, for a
tild line at 2200 hours MLT with an 840 km footprint at 650 magnetic latitude, that L was
7.64 at the footprint and 8.88 at the equatorial crossing, for a relative variation of more than
12%. Therefore it isn't clear to us what choice of M would minimize variations of L along
feld lines of a realistic geomagnetic field model.

In summary, the earth's dipole moment M has changed by nearly 3% since the time of
McIlwain's original definition. If we use McIlwain's original value in computing L from B
and , we get near the equator L values approximately 1% higher than those obtained when
using the updated dipole moment. There are several L computation codes that use the fixed
Mcllwain value, and some codes that use the updated value. We should therefore be warned
that the results obtained with these codes may disagree due to this disparity. It would be
wise to agree in the future on a standard choice to be used by everyone.

4.3.4 Interpolation of L - Program INTEL

The L pamameter is expressed in the form

L - '[I+f(d,C, )]
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where

d - 024U2+ C2)1I2

S- +

coo, -

sin+~ - rym

Here tp(C) and r(, define the open field line, which goes over to the dipole limit -p

- 0 at C-0. They are expressed as 4th degree polynomials (constant term - 0). "'his
reformulation removes the polar singularity from the function which must be interpolated (i.
e., the function f remains finite). *he evaluation of f is by quadratic interpolation of a
fourier series in + on a uniform C-d grid. The spacing of the grid is Ad - 4 - 0.2, with
di1 - 0.1, dft - 0.9, C. " .0.9, C.. - 0.9. Not all points on this grid are actually
employed, since some are below the surface. A total of 700 Fourier coefficients are
tabulated, 10-30 per point, at the grid points above the surface.
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5. L-SIIELL COMPARISONS OF TIIE MODELS

The four models (Barraclough 1975, MAGSAT 1980, IGRF 1985, and Cain 1990) were
compared on the basis of their L-shell evaluation as well as their B field determination (see
Chapter 3). Each of these models wis incorporated into software currently in use at GL
To begin with, contour plots of the differences between the models were made over a large
altitude range. lhen line plots of L-shell at selected longitudes were made for a wide latitude
range, ±750. To more closely examine differences between the models at latitudes pertinent
to CRRES, detailed line plots were made at five altitudes for several longitudes with latitude
,only spanning ±200. In the difference comparisons mentioned previously, IGRF 195 was
used as the standard. Thus, contour plots of the IGRF 1985 L-shell over the whole latitude
and longitude range were done. These were made for 1980, 1985, and 1990 to look for
temporal variations in L

5.1 OVERALL MODEL DIFFERENCES

Figures 5.1a and 5.1b show the differences between the models for 1990 at 350 km and
lU.U00 kn, respectively. IGRF 1985 was used as the reference because it is the most widely
used model and was adopted as the standard by the IAGA Working Group 1. 'Ilia contour
plot in the lower right hand panel shows L-shell as determined by IGRF 1985. The
remaining three panels show the differences between the other three models and this IGRF.

Ilie upper left panel shows the absolute differences between Barraclough and IGRF. 'Ihis
model differs the most. Even so, these differences tend to be less than a percent or two
from the standard. The agreement deteriorates as one approaches the poles. This is what is
expected since L increases toward the poles and the models themselves are not as good
nearer the poles (see Chapter 2). Whether Barraclough is higher or lower than IGRF
depends upon the hemisphere. This may be due in part to the change in the position of the
offset dipole. The dipole moment and the displacement of the offset dipole are known to be
changing with time (see sections 4.3.3.1) (Pinto, ct. al., 1989). For this comparison, the
software determines the position of the offset dipole and the dipole moment from the
coefficients. 'Tlius, different offsets would be expected to lead to systematic differences in L
by hemisphere. Here, Barraclough is too low in the North-East and South-West quadrants.
It is too high in the North-West and South-East quadrants. Note, these differences are
prima, ily attributable to differences bet%,tee the models themselves. 'Ilie differences in the
offsets add to these larger differences.

'The tipper right panel show differences between MAGSAT and IGRE. Here the agreement
is seen to be a little better than that with Barraclough. More area is covered by the ±.001
contours and the larger contours are at higher latitudes. Still, the percent difference from
the standard is about the same: generally less than one percent. Again the sign of the
difference depends on the hemisphere with MAGSAT too low in the North-E,st and South-
West quadrants and too high in the North-West and South-East quadrants (roughly).

Finally, the best agreement is seen between Cain and IGRF in the lower left panel of Figure
5.1a. For the most part the absolute differences are less than .001 with higher differences
very close to the poles. This is an order of magnitude better than the two previous models
discussed. The relationship between the sign of the difference and geographic position is not
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so clear cut a-s previously. These differences are generally Is than a tenth of a percent of
the IGRF values. The instruments on CRRES %ill not be able to discern L-shclH differences
at this order of magnitude.

Figure 5.1b is similar to 5.1a, tbo difference is in the altitude at which the comparisons are
made. Here, one sees the crmpariswns done for 10,000 km. Again, IGRF 1985 is the
standard with the other thicv model compired to it. The L-shell contours obtained from
IGRF 1995 are shown in the lower right panel. The absolute differences contoured in the
other three plots are all smoother than those seen at 350 km. At higher altitudes the
contributions to the internal fiekl frorn the crustal components are negligible in comparison
to the dipole component, thus the smaller scale detail washes out and the contours become
smoother. 'll basic distribution of the contours has remained the same between 350 km
and 10,000 km (i.e. the distribution of the positive and negative ditkrences is still correlated
with the offset dipole). However, in all three plos, the differences ..-vc increased. L
increases with altitude, so even though the absolute differences have increased somewhat, the
percent differences are about the same. 1hus, one again sees that for CRRES, differences
letwen Cin and IGRF will not be discernible.

5.2 COMPARISONS AT SPECIFIED LONGITUDES

Four line plots at selected longitudes were made of L-shell versus latitude (see Figure 5.2).
At this scale, the agreement Ibetwccn the models is so close, that only one line is apparent
even though all four models have been plotted on each plot. 'lwse plots wetre made using
the high latitude daita, thus, one can see longitudinal variations in L The magnetic poles tire
near the two longitudes selected for the right panels. Hence, a sharp increase in L is seen in
the southern hemisphere in tle upper plot and in the northern hemisphere in the lower plot.
"lie two left panels are not near the magnetic poles in longitude so only L-shells _5 10 tire
seen.

Line plots were also nl:Ke at a smaller scale to look at diffe:nces between ±200 (see Figure
5.3a - 5.3c). Figure 5.3a shows L-shell versus latitude at 350 km and 800 east longitude for
190 and 198 (upper and lower panels, respectively) for all four models. In 1980 (lower
panel), the agreement at this scale is so good that only one line is apparent. This agreement
deteriorates somewhat by 1990 (upper panel) as is expected as one gets farther away from
tile epochs for which the models are derived and differences in their secular variation are
manifested. Nonetheless, differences can only be seen between -200 and 4o. Here,
Barraclough has the highest L values (solid line), MAGSAT is slightly lower (dotted line),
and Cain and IGRF are lower still (dashed and dash-dot lines plotted on top of each other).
This is what is expected with a decreasing dipole moment. A higher moment will give
higher L values. Since, Barraclough is the oldest model it is expected to give the highest L
values. Cain and IGRF are based on very similar data sets (see Chapter 2). Even though
Cain's model incorporates a discontinuity in the secular variation after 1983, the shift in L
due to this continuity is not yet apparent by 1990.

Figure 5.3b is similar to Figure 5.3a, the difference is in altitude. This shows the models at
10,000 km. Again, there is no discernible difference between the models at 1980. They all
plot on top of each other. By 1990, differences again appear between -200 and 40 latitude.
Barraclough gives the highest L valaes with MAGSAT lower and Cain and IGRF lower still.
L increases with altitude, thus at 10,000 km, L is nearly 2.0 Re higher than at 350 ki.
However, the differences between the models are about the same as those at the lower
altitude. Cain and IGRF still overplot each other, so even at higher altitudes one cannot see
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Figure 5.3a. Line plots similar to those in Figure 5.2, 6ut-over a smaller latitude range. Even at this
rcsolution, the differences between the models are very sn'.dl1. The top panel shows the differences at 350
km and 80" east longitude for 1990.0. The bottom panel is the same plot done for epoch 19S0.0.
Discrepances arise over time, but the differences, where distinguishable, are still quite small.
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the effects of the jerk incorporated in Cain's model. At this scale (0.1 R.L), the models are
diflictilt to resolve, thus figure 5.3c was done to show the best and worst agreement at this
longitude.

Figure 5.3c is at an altitude of 15,000 ki. 'll plot on the left is done at tie same scale as
figures 5.3:a and .3b. Ilie two boxes drawn on this plot show the scale of the two plots at
the right. The tipper panel has a scale 10 times larger than the lower panel. L values were
only obtained at 50 increments, therefore the close-up figures only show four points milter
than lines in order to see some separaion between the points. In the upper plot,
13arraclough is roughly .035 RL higher than IGRF and Cain is roughly .0025 REi higher than
IGRF. This first difference is on the lower edge of detectability by CRRES instruments.
I lowever, if data is binned by 1/20 RE as has been discussed (at least at a preliminary survey
level) then even this difference is negligible. The second difference is too small to matter to
CRRES at any level. Note, this upper plot is onl a scale an order of magnitude larger than
the lower plot, thus these differences are also of no consequence to CRRES. In fact, IGRI
.nd Cain plot on top of each other in this lower plot.

5.3 L DETERMINED BY IGRF 1985 FOR 1990

Contour plots of L over the entire latitude and longitude range are shown in Figures 5.4a-c.
Figure 5.4a shows the temporal changes in L-shell as found from IGRF 1985 evaluated tit
350 km for 1990 and 1980. li'ere is no significant change seen here. In fact, if one goes
back to plots generated in 1970 by Stassinopoulos, one sees no change over 20 years.
Figures 5.4b and 5.4c show L-shell contours from IGRF 1985 evaluated for 1990 for the
other foor primary altitudes considered in this report (850 kin, 1500 kin, 10,000 kin, and
15,000 kin). These are included as a general reference for the reader. Finally, Table 5.1
shows the maximum differences between the models for 1980 and 1990 at six altitudes (0.0
km to 10,000 km at 2000 km increments). 'hese clearly show that Barraclough is furthest
from IGRF and Cain is closest for 1990. For 1980, the differences are lower overall (as is
anticipated), however, MAGSAT and Cain agree about eqally well with IGRF. Note, this is
not surprising since Cain's model was based on this particular MAGSAT model then
supplemented it with ground-based data (see Chapter 2).
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Thble 5.1. MAXIMUM L-SHELL DIFFERENCES BETWEEN t2O0 LA'ITUDE
All models Compared to IGRF 1985 (Model-IGRF)

Year All. (403 kin) Barr (Xl0 '3)  map-'it (X!0"3)  Cain (Xl0,' )

1W4 0.0 4.10 1.32 2.86
2.0 4.13 1.08 1.98
4.0 4.42 1.13 1.61
6.0 5.13 1.03 .0.57
&0 4.98 1.28 1.04

10.0 4.73 1.06 .0.54

199O 0.0 19.89 11.19 3.26
2.0 20.31 10.57 2.10
4.0 22.50 10.40 2.45
6.0 24.59 11.27 2.44
&0 25.99 11.59 2.64

10.0 28.77 12.30 3.51
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6, COMPARISONS OF TilE SOFIwWARE

Another aspect of the anlysis of these models is that of the software which uses them. A
pickage already exists for CRRES which incorporates the IGRF 1965 model. This package
(OI'TRACE) was modified to include the other three models: Barradough 1975, MAGSXI
19S0, and Cain 1990. The MAGSAT model contains 50 coefficients to allow for more
detailed modelling of the field. However, evaluation of this many terms requires an
exorbitant amount of computer time. Thus, a truncated version of this model as used in
this analysis. OPrI.ACE was further modired to exclude external field contributions. "l7his
routine requires more CPU time than another code also in use at GL, HMIN. This second
code -as modified to give the same results as thoe initially obtained from OPTRAC_ (see
Chapter 4). It was this code which was used to do the B field and L-shell comparisons in
Chapters 3 and 5, respectively.

Software was received from Dr. 1. C. Cain to calculate L-shell using both integration of the
spherical harmonic coefficients and using interpolation tables. Both of these codes from
Cin were originally dcveloped in the early 197N by Kluge (see aapter 4). In order to
avoid confusion, the integration code will be referred to as Kluge/Cain and the interpolation
code will be referred to as Interpolation. The wtdvantage of using tie interpolation tables is
one of greatly reduced CPU time in the processing. However, the question arises as to
whether or not the increased speed sacrifices accuracy. In comparisons between interpolated
L values and those obtained by integration, it is found that the interpolated values are
sufficiently accurate for most applications. However, a problem was found with these codes.
Cain coded a value for the dipole moment into the integration code rather than calculating it
from the coefficients (see Chapter 4). The value he selected dates back to the mid-1960s and
is now out of date. The dipole moment and the position of the offet dipole are changing
rapidly enough that a noticeable difference is seen over 20 years (see Section 4.3.3.1). "'hu.
the interpolated values are not as ac.urate as they could be since the tables were based on
the results from Kluge/Cain. Using results from a model which incorporates the current
dipole moment, a more accurate set of tables could be obtained.

A similar approach to that used with the magnetic field and L-shell comp:risons w-as taken.
T begin with, contour plots of the differences between the codes were generated. Thlien line
pluts to high latitude at selected longitudes were made. More derailed lineplors within the
CRRES latitude range were then considered. After reviewing the discrepancies between tihe
codes, their efficiency was also evaluated.

6.1 OVERALL COMPARISONS OF TIlE CODES

Contour plots over the entire latitude and longitude ranges of the differences between
Interpolated-OPTRACECain, Interpolated-OPTRACEIGRF, Interpolated-KIuge/C in, and
Klge/Cain-OPTRAME1Cain are shown in Figures 6.1 and 6.2. Figure 6.1a shows the L-shell
differences for these four cases for 1990 and 350 km altitude. Three of the plots are to be
used in evaluating the accuracy of the Interpolation code. TIhe fourth plot (lower right
panel) shows the agreement between Kluge/Cain and OPTRACE using the same model.
Kluge/Cain uses a transformation to inverse coordinates to simplify the integration (i.e., the
integrntion is performed over a straight line rather than a curve as is done in OPTRACE).
However, one expects the agreement here to be quite close. The agreement is seen to be
very goe' in all four plots. Recall that in the model comparisons, the differences between
Cain ano IGRF were very small and for the most part negligibly small. This is apparent
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:tgrc as the top two panels which show the differences between Interpolated and
4 'ptrfC~in and OPTRACE-IGRF, respectivcly, show very similar difference conrours.
th. differences between Interpolated and KlugdCmin are very small (most of the contours
-irc 0. kvel contours). This is expected since the Inierpolation tables were derived front the
results of MugePCain. Thus, the diferens betwen Kiugeiain and OPTRACECin (ower
right inel) are nearly he isame as those seen for Interpolated and OPTRACEJCaIn (upper
If panel).

*Tnts same properties are seen in Figure 6.b us well. Here, comparisons are made at on
iltilude of 10.000 km. "he differences are a bit smaller than a 350 km. Again, the top tw)
iP!ts and ?he lower right plot look very similar due to the close agrement between the Ctin
4nJ IGRF models and the cose agreement between Interpolatd and Klu.Cin. Ag;iti.
lth snallest differences are found betwn Interpolated and KlugelChin (lower Irft plot).
I fU;-tver. when the discrepancy between the dipole moments arose, these rults chunged .1
littll bit. Re-evalumini Kluge/Cain with the updited moment led to better agreement
1,'etwcn KludC.tin and OP'tACECain than is seen for Interpolated and KiugelChin.
Note. one is not able to similarly update the interpolation tables, they must be regenrted
ftoni results which were obtained w'ith the current moment. Thus, in Figures 6.2i and 6.2b
t(S5J km and 10,0000 km, resprctively), the pkiture has changed somewhat from Figures 6.ln
.nJ 6.1b. One now sees the best agreement betwen Kluge/Cain and OPTRACE/Chin
flower right panel) and the other three plots have very similar diffcrence contour
dmributions. Note, the differences have not increased.

r 2 COMPARISONS AT SPECIFIED LONGITUDES

-11t high latitude line plots taken at four longitudes over the globe (200, 1500, 2000, aind 2900
east longitude) show the results from Interpolated, KlugdeCain, OP'RACE/inhl,
OPTRACEf/IGRF (Figure 6.3). At this resolution, no difkfte between the four routines
oin be seen.

A plot done over the j200 latitude range shows the offset of the Interpolated results from
the those of the other three (note the current moment was used in KlugClJ'in here) in
Figure 6.4. The Interpolated results are represented by the solid line at higher L values than
the other three (which appear to be one line, the dashed, dotted, and dot-dash lines all plot
over each other). When this was first done with the old moment, Interpolated and
KltigelCain plotted over each other and were offset from the OPTRACE results to higher
%values of L This is what is expected since a higher dipole moment leads to higher values of
L

To separate the models a little better, a po with details on a much smaller scale was done,
Figure 6.5. Here a line plot like that shown in figure 6.4 was done at 800 east longitude and
MS.A.W( km altitude for 1990. Two boxes are drawn on the plot on the left to show the
regions which are detailed on the right. Figure 6.5 was produced using the old dipole
moment. Thus, in both details, Interpolated and KluVeCin are very near each other and
6ire shifted to a higher L than the OMrRACE results which are also near each other. Note,
the upper panel has a scale which is twice as large as that of the lower plot. The differences
Jirz small, but not negligible. In the upper plot, Interpolated and Kiuge/Cain are about .04
Rr different. In the lower plot, the difference is roughly .025 for lnterpolated and .03 for
Kluge/Cain.
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Figure 6.4. Line plots similar to 1hose in Figure 6.3, but over a smaller lattude range. Even at this

resolution, the differences between the models are very small. Here, the current value for the dipole
mpment has been used, thus, only Interpolated results are offset from the other three€ routines. The top
panel shows the differences at 350 km and 0 east longitude for 1990.0. Ile bottom pa11el is the same
plot done fer epoch 10,000 km. Ile offset is larger for the higher altitude, but MlugecCain,
OPTRACFCain, and OPTRAC_/IGRF still agree very well.
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Using the current dipole moment in KlugelCain brings it into closer agreement with the
OPTRACE results as seen in Figure 6.6. In the left panel of figure 6.6, Kluge/Cain now
oincides with the OPTRACE results. The upper detail shows a shift of about .03 Re closer
to the OPTRACE points. The lower detail has a slightly larger shift than that, placing
Kluge/Cain a little bit lower than the OPTRACE points. Clearly, the different dipole
moment makes a significant difference in the L-shell results (see Table 6.1)

6.3 TIMING COMPARISONS

6.3.1 Optimizing the Code

At the start of this project, OPTRACE was modified to perform internal field calculations
only without any external contributions. It was further nodified to include the other three
mnodels (Barraclough, MAGSAI, and Cain). Ihe MAGSAT model was comprised of n-50
terms, which were %ery time consuming to evaluate. Tihus, MAGSKI' was used in three
different subroutines for the modified OPTRACE which allowed the user to select
interactivly whether to use the full blown n-50 set or one of the two smaller sets, one
truncated at n-15 and the other at n-20. Throughout all of the modifications, tests were
run to check for accuracy and efficiency. Up until the full field comparisons were rm for
each of the models (using the n-15 MAGSAT version), short tests were run on a selected
few points which spanned the latitude, longitude and altitude range. It was found that the
differences were small between MAGSAI" n-15 and n-50. Even though the detail of the
higher order model was lost, the time saved justified it (Table 6.2).

Another factor of interest when discussing efficiency is that of the number of segments (or
steps) used in integrating over the field line. The more segments used, the better the
accuracy will be. However, this can also become time consuming, so one needs to sacrifice
some of the accuracy for the sake of efficiency without compromising the integrity of the
results. For the purpose of this report, 50 segments were found to be sufficient (Table 6.3).

6.3.2 Comparisons with Cain's Routines

Having resolved these questions, the full field comparisons were done using OPTRACE with
50 segments (Table 4). Clearly, these were time consuming computations. In comparing the
efficiency of OPTIRACE with the two codes sent by Cain, it became necessary to remove all
of the extraneous calculations done in OPIRACE so that only L was being determined.
This would have proved to be an intricate task, so to save a good bit of effort, HMIN was
modified for the purpose of simply finding L HMIN uses essentially the same routines as
OPTRACE and by replacing two subroutines, it was made into the same algorithm as that
in OPTRACE for consistency sake. There is a difference regarding the length along the
field line each of these routines traces. OPTRACE traces to the 100 kin intercept whereas
HMIN goes only to the conjugate point (see Chapter 4). Thus, HMIN is the faster .f the
two routines.

For the full fields obtained for 1985, the modified Hmin routine was used to obtain L The
CP time required to do so was then compared to the Kluge/Cain integration method and to
th Interpolation tables (Table 6.5). For internal fields only, the interpolation is the most
efficient. However, to really take advantage of this, one needs to update the tables with the
current dipole moment. The integration sent by Cain is also significantly faster than the

61



BPI

aJ

.C u

1 54

ow- \ r~.0

(OO W0- -3S-

62N



I'lhlc 0.1. Chlnges in the Dipolk Moment and Position as Clculaied by .'rroclouh 1975.
MlAGSAi" 190, IGRF 1-M, and Cin 1990 Extrapolated to 1990.5. 1975.5, and 1965.5.

Dipole ALtribufcs Year Borraclough A{agsat IGRFJ985 Cain

Momnt 1990.5 0.302.55 0.0270 0.3025 0.30299
1975.5 0.3687 0.30699 0.30703 0.30706
1965.5 0.3095 0.0 0.30983 0.,"9SO

Olfset from Center 1990.5 0.0306 0.0S114 0.0,1100 0.0,135
(in RL) 1975.5 0.07460 0.0741% 0.07504 0.07,125

196..5 0.07118 0.07075 0.07114 0.06,62

latitude 1990.5 23.6 21.8 21.3 21.2
1975.5 19.9 19.8 20.0 20.1
1965.5 17.2 18.3 19.1 19.3

Lingaude 1990.5 147.2 146.3 146.1 1,16.0
1975.5 147.9 147.7 147.7 148.0
1965.5 148.5 148.7 148.9 1,19.4
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intail t.2. 1?ilrcrences in L Nalues due 19 u.wing more coefficients in the Mugst. nodel.
Nore ceffrlcients kled io more detail, ?ar icularly at low altitudes. -lowv,,r, baised on1 tlte
comparisons below, the improvemen .did no u~tify the aditional computution tiic
1.*('.,,CU y die grcater numrbr or cocfficnts (9.4, times longer).

CLA 1' CLON ALT L-SIEL(JS) L-SIIEL(SO) AtL(15-50)

UN 0 281, 21L14000 .0.0.1 I
70. 72. 0. 5.4045 5.4043M 4001
, 0. IU, 0. 11"49M 1.84930 ,0006
A 144. 0. 1.10648 1.10647 .Awl02
10, 1l. 0. MU19 ,9630 -.OWO01
0. 216. 0. 100 .97992 .00013

-a0 2.12. 0. 1.05520 1.05523 .0003
-40 281, 0. 1.27467 1.27473 -.00006
.60. 324. 0. 1.21630 121627 .00003
.&I M. 0. 6.6247 6.70409 -%14162

M5. 36. 500. 293211S 29.32111 .00004
70 72. 500 5A4613 5.64677 .0M 5
A. 0. 5M 1.96965 M00001
30. 144. 30 1,19406 1.I906
10. In 3M 1.05M 1.050

0..16. 5M0 1.0516 1.0587 .00001
.a252 50. 1.13369 1.13370 -.00001
.40. 2MW 5M0 1.37512 1.37512..
Ita 324. 50 4173 2.41739 .O0001
I36. 500. 7.43303 7.43300 ,00003

$5. 36. 1000. 30.53374 30.53370 .00004
70. 72. 1000. 5.9m 5.9l094 .00002
51, 10g 1000. 2.09167 2.09166 .00001
30. 144. 10o 1.23178 1.28178
10 180 10. 1.13587 1.1387 ..
0. 216. 1000. 1.13705 1.13705

•.0. 252. 1000. 1.21287 1.21287 -.
-t, 2A 100 1.479,5 1.47585
.60. 324. 1000. 2.61466 2.61466
.0. 360. 1000. 8.31703 831702 OD01

85. 36. 5000. 41.04362 41.04362
70. 72. 5000. 819541 8.19541
50. 106. 5000. 3.09190 3.09190 -.
30. 144. 500(. 1.96775 1.98775
10. 90. 50. 1.75498 1.75496 ..
0. 216. 500O. 1.76321 1.76321

•20. 252. M5000. 1.866 1.85660 ..
,40. 288. 5000. 1-2891 1-28891 ...
.60. 324. 00. 4.16962 4.16962
.-0. 360. 5000. 15.46061 15.46061

85. 36. 10000. 54.94462 54.94462
70. 72. 10000. 11.282D0 11.2820S
50. 106. 10000. 436666 4.36666
30. 144. 10000. 2.8758 2.87586 ..
10. 180. 10000. 2.53910 2.53910 ...
0. 216. 10000. 2..4807 2.54807

-20. 252. I0000. 2.66963 2.66963 ...
.40. 288. 10000. 3.3094 330894 -.
.60. 324. 10000. 6.09631 6.09631 ...
.80. 360. I0000. 24.41243 24.41243 ...

85. 36. 15.00 69.10153 69.10153 ...
70. 72. 15000. 14.43114 14.43114
so. 108. 15000. 5.65149 5.65149 ...
30. 144. 15000. 3.76838 3.76838 ...
10. 180. 15000. 332745 332745 ...
0. 216. 15000. 333417 333417 ..

.20. 252. 1500. 3.48378 3.48378 .-
40. 288. 15000. 432936 432936 .
-60. 324. 15000. 8,02097 8.02087 ...
-80. 360. 15000. 3335609 333560-
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lble 6.3. Diffdrences in L values due to using more segments in the inicnration of tlhe field
line. More segments le ds o greater accurac, howcvcr much more 81U time is then
rc1luired to do the Whoraluatin 117 times iongcr). lb improvemcnt of IOU scgments ovr 50
xvmcnls WiS not dcnmd su icicn[ to %-arrnt the W itionnl time rcquircd for the full licld
tollp;r,.ons for this report.

cf,A ' CLON ALT IGRF(SEGS=5O) ICRF(SEGS=IO0) )IFFERNCIE

85. 36, 0. 2802248 28052.3 -.02965
. U 0. 539173 538 8 -.004I5

fa, 10. 0. 1.4718 1.84766 -.00048
11 144. 0. 1.10581 1.105M -.00002
10, ISO. 0. M5299 .98300 ..0,OMl
0. 216. 0. .90014 .96014 .00000

M . 0. 1.05618 1.0.619 -.00001
--41 2.4. 0. 1.27461 1.27470 ..00w-9
W 324. . 2.21627 2.21781 ..00154
.360 0. 6005010 60-8 .01048

85. 36. 500. 29.19632 29.22007 %.02175
70. 72. 100. 5.63183 5.63594 .,00!11
50. 108. 500. 1.96743 1.9683 ..00095
30. 144. S00. 1.19340 1.19346 ..00006
IMJ ISO. 500. 1.05930 1.05931 ..00001
0, 216. 500. 1.01877 1.05878 -.00001

2, 2. 500. 1.13447 1.13450 .. Ml00
410 28. 50. 137503 1.37518 ..00015

32.1. 500. 2.41701 2.41791 ..)0009
V60. 5M0. 1,42500 7.43425 -.0092S

$3, 36. 1000. 30.41567 30.42866 -.01299
711 72. 1000. 5A853 5.S908 ,.00232
Su. 18 1000. 2.09936 2.09023 -.00092
30 144. 1000. 1.28112 1.21121 -.00009
10. 180. 1000. 1.13582 1.13S84 .00002
U. 216. 1000. 1.13716 1.13718 -.00002

.20. 252. 1000, 1.21351 1.21355 .0000.I
-1 288. 1000. 1.47574 1.47620 ..00046
.60. 324. 1000. 161405 2,61580 ..00173
M. 360. 1000. 830901 8.31489 -.00588

85. 36. 0. 40.87692 408869 -.01006
70. 72. 500. 8.18040 8.18469 ..004
50. 108. 5000. 3.06894 3.0986 ..00092
30. 144, 5000. 1.96704 1.98756 -.00052
10 180. 5000. 1.75502 1.75535 ..00033
0. 216. 5000. 1.76341 1.76358 -.00017

.20. 252 5000. i.85671 1.85728 ..00057
,40. 288. 5000. 2.2884 2.8959 -.00105
.60. 324. 5000. 4.16793 4.16926 ..00133
-SO. 360. 5000. 15.44047 15.44737 -.00690

85. 36, 10000. 54.72477 54.73180 -.00703
70. 72. 10000. 11.26230 11.26473 -.00243
50. 108. 10000. 436294 4.36490 -.00196
30. 144. 1000. 2.87506 2.87641 -.00135
10. 180. 10000. 2.53915 2.53952 -.00037
0. 216. 10000. 2.54827 2.54857 -.00030

.20. 252. 10000. 2.66947 2.67000 -.00053

.40. 288. 10000. 330815 3,30901 -.0C086

.60. 324. 1000. 6.0958 6.09528 -.00170
• 0. 360. 10000. 2438652 24.39253 -.00601

85. 36. 15000. 68.82715 68.83137 -.00422
70. 72. 15000. 14.40627 14.40871 -.00244
50. 108. 15000. 5.64692 5.64828 -.00136
30. 144. 15000. 3.76747 3.76839 -.00092
10. 180. 15000. 332752 332827 -.00075
0. 216. 15000. 333439 333473 -.00034

-20. 252. 15000. 3.48343 3.48408 -.00065
-10. 288. 15000. 432814 432982 -.00168
-60. 324. 15000. 8.01708 8.0189 -.00190
-80. 360. 15000. 3331976 3332451 -.00475
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"i.ble 6.4. Ratios of the required CPU time for the full field L-shell evaluations using ithe
four modcls in OPTRACE. L determined for every 50 in atitude over j750 and for very
i(P in hongitude. Various altitudes were grouped together for the computations as indicated.
"llic urvrage computation time for altitude between 0 km and 10,000 km using IGRF 195
extrapollated to 1988 was used as the unit rime.

ALTS YEAR flarraclougk Mogat IGRF 1985 Cain

5C)Qkm-1000km 1960 1.279 1.874 0.951 1.865
(step-5OOkn) 1984 1.290 1.871 0.960 1.878

198 1.289 1.857 0.9.19 1.85.1

Okin-10,000kin 1980 1.380 2.011 ..... 2.014
(stcp-2000km) 1982 1.379 2.001 1.020 2.013

1984 1.383 2.002 1.024 2.010
1986 1.376 2.016 1.024 2.014
1988 1.378 2.009 1.017 2.003
1990 1.373 2.014 1.018 2.001

15.000km-40,000km 1980 2.204 3.220 1.641 3.219
(step-5000km) 1984 2.211 3.229 1.648 3.239

1968 2.210 3.227 1.6-15 3.227

Table 6.5. Ratios of the CPU time required by HMIN, Kluge/Cain Integration, and
Interpolation. These are full field evaluations of L taken every 50 over ±750 in latitude and
over every 100 in longitude. Tfhe computations were done for various altitudes, grouped as
indicated. All evaluations were for 1985. The average computation time for altitudes
betwen 0kin and 10,000km using IGRF 1985 extrapolated to 1988 was used as the unit time.

A LTS SOOkm-1OOOkm OOOkm-80OOkm 10,000km -40,000km
(Step=500) (aep=2ooo) (i, p=5000)

Interpolated 0.003 0.003 0.003
Integrated 0.052 0.042 0.044
HMIN(Cain-50) 0.812 0.817 1.443
HMIN(IGRF-50) 0.411 0.411 0.733
IIMIN(QCin-100) 1.305 1.268 2.297
IIMIN(IGRF-100) 0.663 0.637 1.138
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t,:lnique used in OPTRACE or HMIN. This is due to the use al inverse coordiites
xcnicred on the dipoke so that one integrates ovr a straight line rliier than it cur ns in
OPrRACF.
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